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Preface

The PaCT 2005 (Parallel Computing Technologies) conference was a four-day
conference held in Krasnoyarsk, September 5–9, 2005. This was the Eighth in-
ternational conference in the PaCT series. The conferences are held in Rus-
sia every odd year. The first conference, PaCT ’91, was held in Novosibirsk
(Academgorodok), September 7 – 11, 1991. The next PaCT conferences were
held in Obninsk (near Moscow), August 30 – September 4, 1993, in St. Peters-
burg, September 12–15, 1995, in Yaroslavl, September, 9–12 1997, in Pushkin
(near St. Petersburg) September, 6–10 1999, in Academgorodok (Novosibirsk),
September 3–7, 2001, and in Nizhni Novgorod, September 15–19, 2003. The
PaCT proceedings are published by Springer in the LNCS series.

PaCT 2005 was jointly organized by the Institute of Computational Mathe-
matics and Mathematical Geophysics of the Russian Academy of Sciences (RAS),
the Institute of Computational Modeling also of the RAS and the State Technical
University of Krasnoyarsk.

The purpose of the conference was to bring together scientists working on
theory, architecture, software, hardware and the solution of large-scale problems
in order to provide integrated discussions on Parallel Computing Technologies.

The conference attracted about 100 participants from around the world. Au-
thors from 20 countries submitted 78 papers. Of those submitted, 38 papers were
selected for the conference as regular ones; there was also 1 invited paper. In
addition there were a number of posters presented. All the papers were interna-
tionally reviewed by at least three referees. The demo session was organized for
the participants.

PaCT 2007 is planned to be held in Irlutsk, near lake Baikal, in September
as usual.

Many thanks to our sponsors: the Russian Academy of Sciences, the Russian
Fund for Basic Research, the Russian State Committee of Higher Education,
and IBM, for their financial support. Organizers highly appreciated the help of
the Association Antenne-Provence (France).

June 2005 Victor Malyshkin
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On Evaluating the Performance

of Security Protocols�

Chiara Bodei1, Mikael Buchholtz3, Michele Curti1, Pierpaolo Degano1,
Flemming Nielson3, Hanne Riis Nielson3, and Corrado Priami2

1 Dipartimento di Informatica, Università di Pisa,
Largo B.Pontecorvo, 3, I-56127 Pisa, Italy
{chiara, curtim, degano}@di.unipi.it

2 Dipartimento di Informatica e Telecomunicazioni,
Università di Trento, Via Sommarive, I-1438050 Povo (TN), Italy

priami@science.unitn.it
3 Informatics and Mathematical Modelling, Technical University of Denmark,

Richard Petersens Plads bldg 321, DK-2800 Kongens Lyngby, Denmark
{mib, nielson, riis}@imm.dtu.dk

Abstract. We use an enhanced operational semantics to infer quanti-
tative measures on systems describing cryptographic protocols. System
transitions carry enhanced labels. We assign rates to transitions by only
looking at these labels. The rates reflect the distributed architecture run-
ning applications and the use of possibly different crypto-systems. We
then map transition systems to Markov chains and evaluate performance
of systems, using standard tools.

1 Introduction

Cryptographic protocols are used in distributed systems for authentication and
key exchange, and must therefore guarantee security. The mechanisms used are
always the result of a judicious balance between their cost and benefits. Per-
formance costs, in terms of time overhead and resource consumption, must be
carefully evaluated when choosing security mechanisms.

Here, we extend a preliminary idea introduced in [6] for the development of a
single, formal design methodology that supports designers in analysing the per-
formance of protocols, with a semi-mechanizable procedure. We provide a general
framework, where quantitative aspects, symbolically represented by parameters,
can be formally estimated. By changing only these parameters on the architec-
ture and the algorithm chosen, one can compare different implementations of the
same protocol or different protocols. This allows the designer to choose among
different alternatives, based on an evaluation of the trade-off between security
guarantees and their price.

We are mainly interested in evaluating the cost of each cryptographic oper-
ation and of each message exchange. Here, “cost” means any measure of quan-
titative properties such as speed, availability, etc.
� Supported in part by the EU IST-2001-32072 project DEGAS.

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 1–15, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 C. Bodei et al.

Usually protocols are described through informal narrations. These narra-
tions include only a list of the messages to be exchanged, leaving it unspecified
which are the actions to be performed in receiving these messages (inputs, de-
cryptions and possible checks on them). This can lead, in general, to an inac-
curate estimation of costs. The above motivates the choice of using the process
algebra LySa [3,5], a close relative of the π- [24] and Spi-calculus [1], that de-
tails the protocol narration, in that outputs and the corresponding inputs are
made explicit and similarly for encryptions and the corresponding decryptions.
Also, LySa is explicit about which keys are fresh and about which checks are to
be performed on the received values. More generally, LySa provides us with a
unifying framework, in which security protocols can be specified and statically
analysed [3,5] through Control Flow Analysis. This analysis, fully automatic and
always terminating, is strong enough to report known flaws on a wide range of
protocols, and even to find new ones [4].

Technically, we give LySa (Sect. 2) an enhanced semantics, following [14], and
then we associate rates to each transition, in the style of [26]. It suffices to have in-
formation about the activities performed by the components of a system in isola-
tion, and about some features of the network architecture. We then mechanically
derive Markov chains using these rates (Sect. 3). The actual performance evalua-
tion is carried out using standard techniques and tools [33,31,32]. Significantly,
quantitative measures, typically on cryptography, here live together with the
usual qualitative semantics, where instead these aspects are usually abstracted
away. Specifically, there exists a very early prototype, based on π-calculus, on
which it is possible to run LySa, that we used for the case study presented here
(Sect. 4), along with a standard mathematical tool such as Mathematica. Relative
approaches are EMPA[8] and PEPA[19], to cite only a few.

In comparing different versions of the same protocol or different protocols,
specified in LySa, our technique can be suitably integrated with the Control
Flow one, to check security at the same stage.

Our framework can be extended [7] to estimate the cost of security attacks.
The typical capabilities of the Dolev-Yao attacker [16] go beyond the ones a
legitimate principal has. The needed model includes a set of the possible extra
actions in which the attacker exploits its computational power and its capability
of guessing (see also [10] and [23]). It would be interesting to deal with timing
attacks as well, even though this may considerably complicate our model.

2 LySa and Its Enhanced Semantics

The LySa calculus [3,5] is based on the π- [24] and Spi-calculus [1], but differs
from these essentially in two aspects: (i) the absence of channels: there is only
one global communication medium to which all processes have access; (ii) the
tests associated with input and decryption are naturally expressed using pattern
matching. Below, we assume that the reader is familiar with the basics of process
calculi.
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Syntax. The syntax consists of terms E ∈ E and processes P ∈ P ,
E ::= a | x | {E1, · · · , Ek}E0

P ::= 0 | out.P | in.P | P1 | P2 | (ν a)P | dec in P | A(y1, . . . , yn)

where we introduced the following abbreviations: • out
�
= 〈E1, · · · , Ek〉, • in

�
=

(E′
1, · · · , E′

j ; xj+1, · · · , xk), • dec
�
= decrypt E as {E1, · · · , Ej ; xj+1, · · · , xk}E0 .

Intuitively, the process 0 or nil represents the null inactive process. The operator
| describes parallel composition of processes. The operator (νa) acts as a static
declaration for the name a in the process P the restriction prefixes. Restric-
tion is therefore used to create new names such as nonces or keys. The process
〈E1, · · · , Ek〉. P sends E1, · · · , Ek on the net and then continues like P . The pro-
cess (E1, · · · , Ej ; xj+1, · · · , xk). P receives the tuple E′

1, · · · , E′
k and continues as

P [Ej+1/xj+1, . . . , Ek/xk], provided that Ei = E′
i for all i ∈ [1, j]. The intuition is

that the matching succeeds when the first j values E′
i pairwise correspond to the

values Ei, and the effect is to bind the remaining k − j values to the variables
xj+1, · · · , xk. Note that, syntactically, a semi-colon separates the components
where matching is performed from those where only binding takes place. The
same simple form of patterns is also used for decryption (see [9] for a more flexible
choice). In fact, the process decrypt E as {E1, · · · , Ej ; xj+1, · · · , xk}in

E0
in P de-

crypts E = {E′
1, · · · , E′

k}E′
0

with the key E0. Whenever Ei = E′
i for all i ∈ [0, j],

the process behaves as P [Ej+1/xj+1, . . . , Ek/xk]. Finally, an agent is a static def-
inition of a parameterised process. Each agent identifier A has a unique defining
equation of the form A(ỹ) = P , where ỹ denotes a tuple y1, . . . , yn of distinct
names occurring free in P .

Working Example. Consider the following basic Kerberos key agreement protocol
[22] that is part of our case study. We assume that the AES algorithm [12] is
the crypto-system used here.

(Kerberos)

1. A → S : A, B
2. S → A : {B, T, L, KAB}KA , {A, T, L, KAB}KB

3. A → B : {A, T, L, KAB}KB , {A, T }KAB

4. B → A : {T, T }KAB

Intuitively, principal A asks the Key Distribution Center S for a session key to
share with B. S generates the key KAB, a timestamp T and lifetime L and pro-
duces an encryption of these components for A and another one for B, including
the identity of the other principal. Both encryptions are sent to A, that can
decrypt the first and forward the second to B, along with another encryption
that A obtains by encoding (A, T ) with the new key. B can decrypt the first
encryption so to obtain KAB then B decrypts the second encryption, and uses
KAB to encrypt (T, T ) as a replay to A. To simplify, we use {T, T }KAB rather
than the usual {T + 1}KAB .

The protocol specification in LySa is in Tab. 1, where the right column
reports a concise explanation of the action on the left, in terms of the number of
the message (called msg, while enc stands for an encrypted term) in the protocol
narration. The whole system is given by the parallel composition (|) of the three
processes A, B, S. Each part of the system performs a certain number of actions
and then restarts.
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Table 1. Specification of Kerberos Protocol

1 Sys1 = (νKA)(νKB)((A|B)|S) KA, KB long-term keys

2 A = (〈A, B〉. A′) A sends msg (1)

4 A′ = (; vA
enc, v

B
enc). A

′′ A receives and checks msg (2)
5 A′′ = decrypt vA

enc as {B; vT , vL, vK}KA
in A′′′ A decrypts the enc in msg (2)

6 A′′′ = 〈vB
enc, {A, vT }vK 〉. A′′′′ A sends msg (3)

7 A′′′′ = (; wA
enc). A

′′′′′ A receives and checks msg (4)
8 A′′′′′ = decrypt wA

enc as {vT , vT ; }vK
in A A decrypts the enc in msg (4)

9 B = (; z1
enc, z

2
enc). B

′ B receives and checks msg (3)
10 B′ = decrypt z1

enc as {; zA, zT , zL, zK}KB
in B′′ B decrypts the 1st enc in msg (3)

11 B′′ = decrypt z2
enc as {zA, zT ; }zK

in B′′′ B decrypts the 2nd enc in msg (3)

12 B′′′ = 〈{zT , zT }zK 〉. B B sends msg (4)

13 S = (; yA, yB). S′ S receives and checks msg (1)
14 S′ = (νKAB)(νT )(νL) KAB fresh session key
15 (〈{yB , T, L, KAB}KA , {yA, T, L, KAB}KB 〉. S) S sends msg (2)

Enhanced Operational Semantics. Here, we give a concrete version of operational
semantics, called enhanced in the style of [13,14]. Our enhanced semantics for
LySa is a reduction semantics, built on top of the standard reduction semantics
[3], where both processes and transitions are annotated with labels that will be
helpful for computing costs.

Formally, each transition is enriched with an enhanced label θ which records
both the action corresponding to the transition and its syntactic context. Actu-
ally, the label of a communication transition records the two actions (input and
output) that lead to the transition. To facilitate the definition of our reduction
semantics, for each given process, we annotate each of its sub-processes P with
an encoding of the context in which P occurs. The encoding is a string of tags ϑ,
that essentially record the syntactic position of P w.r.t. the parallel composition
nesting. To do this, we exploit the abstract syntax tree of processes, built using
the binary parallel composition as operator. We introduce a tag ‖0 (‖1, resp.) for
the left (for the right, resp.) branch of a parallel composition. Labels are defined
as follows.

Definition 1. Let L = {‖0, ‖1}. Then, the set of context labels is defined as
L∗, i.e. the set of all the string generated by L, ranged over by ϑ.

We choose to have tags concerned with the parallel structure of processes,
i.e. linked to parallel composition “|”. For our present purpose, this is the only
necessary annotation (for other annotations, see [26,14]).

Technically, labelled processes are inductively obtained in a pre processing
step, by using the function T . This function (inductively) prefixes actions with
context labels: T unwinds the syntactic structure of processes, until reaching
a 0 or a constant. Given a process P , this transformation operates in linear
time with the number of prefixes. Note that this pre-processing step can be



On Evaluating the Performance of Security Protocols 5

completely mechanized. An auxiliary function � is needed to distribute context
labels on processes.

Definition 2. Let LP be the set of Labelled Processes, ranged over by
T, T ′, T0, T1. The functions T : P → LP and �: L∗ × LP → LP, written as
ϑ�T , are defined by induction in the box below:
− T (0) = 0
− T (μ.P ) = μ.T (P ), μ ∈ {out, in}
− T (P0|P1) = ‖0�T (P0) | ‖1�T (P1)
− T ((νa)P ) = (νa)T (P )
− T (A(y1, . . . , yn)) = A(y1, . . . , yn)
− T (dec in P ) = dec in T (P )

− ϑ�0 = 0
− ϑ� (ϑ′μ.T ) = ϑϑ′μ.(ϑ�T ), μ ∈ {out, in}
− ϑ� (T0 | T1) = (ϑ�T0) | (ϑ�T1)
− ϑ� (νa)T = (νa) ϑ�T
− ϑ�ϑ′A(y1, . . . , yn) = ϑϑ′A(y1, . . . , yn)
− ϑ�ϑ′ dec in T = ϑϑ′ dec in (ϑ�T )

The following example illustrates how T works on the process Sys1 = ((A |
B) | S). The context labels preceding the prefixes of the three processes are:
ϑA = ‖0‖0 for A, ϑB = ‖0‖1 for B, and ϑS = ‖1 for S.

T (((A | B) | S)) = ‖0 � (T (A | B))|‖1 �T (S) =

‖0 � (‖0 � (T (A)|‖1 � (T (B))|‖1 �T (S) = (‖0‖0 � (T (A)|‖0‖1 � (T (B))|‖1 �T (S)

For instance B is annotated with the label ϑ = ‖0‖1 as B is inside the right
branch of the inner parallel composition (A | B), and in turn on the left branch
of the outermost parallel composition in ((A | B) | S).

The enhanced label of a transition records its action, i.e. decryption or in-
put and output communications that lead to the transition. Also, actions come
prefixed by their context labels.

Definition 3. The set Θ � θ, ϑO, ϑI of enhanced labels is defined by
θ ::= 〈ϑO out, ϑI in〉 | 〈ϑ dec〉

As usual, our semantics consists of the standard structural congruence ≡ on
processes and of a set of rules defining the transition relation.

Our reduction relation θ−→⊆ LP ×LP is the least relation on closed labelled
processes that satisfies the rules in Tab. 2. In the rule (Com), the context labels
ϑO (and ϑI , resp.) of both the partners are recorded in the pair 〈ϑOout, ϑI in〉
together with the corresponding output (and input, resp.) prefix. In the rule
for decryption, the context label ϑ is recorded together with dec in the label of
the transition. The other rules are quite standard. Our semantics differs from
the standard one [3] because (i) processes are enriched with context labels ϑ
and (ii) reductions carry enhanced labels θ. By eliminating labels from both
transitions and processes, it is possible to recover the original reduction semantics
−→⊆ P × P .

For technical reasons, hereafter, we will restrict ourselves to finite state pro-
cesses, i.e. whose corresponding transition systems have a finite set of states.
Note that this does not mean that the behaviour of such processes is finite,
because their transition systems may have loops.
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A | B | S A′ | B | S′ A′′ | B | S′′

A′′′ | B | S′′

A′′′′ | B′ | S′′

A′′′′′ | B′′′′ | S′′ A′′′′ | B′′′ | S′′ A′′′′ | B′′ | S′′

θ0,1:A−→S θ1,2:S−→A

θ2,A dec msg(2)

θ3,3:A−→B

θ4,B dec msg(3)

θ5,B dec msg(3)θ6,4:B−→A

θ7,A dec msg(4)

Fig. 1. Sys1 Transition System

Table 2. Enhanced Reduction Semantics, T
θ−→ T ′

(Com)

∧j
i=1 Ei = E′

i

ϑO out.T | ϑI in.T ′ 〈ϑOout,ϑIin〉−→ T | T ′[Ej+1/xj+1, · · · , Ek/xk]

(Decr)

∧j
i=0 Ei = E′

i

ϑ dec in T
〈ϑ dec〉−→ T [Ej+1/xj+1, · · · , Ek/xk]

(Par)

T0
θ−→ T ′

0

T0 | T1
θ−→ T ′

0 | T1

(Res)

T
θ−→ T ′

(ν a)T
θ−→ (ν a)T ′

(Ide) :

T (P ){K̃/ỹ} θ−→ T ′

ϑA(K̃)
ϑθ−→ ϑ�T ′ , A(ỹ) = P

(Congr)

T ≡ T0 ∧ T0
θ−→ T1 ∧ T1 ≡ T ′

T
θ−→ T ′

out = 〈E1, · · · , Ek〉,
in = (E′

1, · · · , E′
j ; xj+1, · · · , xk),

dec = decrypt E as {E1, · · · , Ej ; xj+1, · · · , xk}E0

Example (cont’d). In Fig. 1, we present the (finite) transition systems corre-
sponding to Sys1. To improve readability, we add a further component to the
labels ϑi of transitions. A transition from state T to state T ′ has the form

T
(θ,caption)−→ T ′, where caption is a concise description of the step of the pro-

tocol narration. More precisely, it refers to message exchanges and decryptions
(abbreviated as dec). Captions are of no other use.

The enhanced labels of Sys1 are reported below. Since in our example, tran-
sitions have different labels each, we feel free to use hereafter the label θi for the
i-th transition.
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θ0 = 〈ϑA〈A,B〉, ϑS(; z1
enc, z

2
enc)〉

θ1 = 〈ϑS〈{yB, T, L, KAB}KA , {yA, T, L, KAB}KB 〉, ϑA(; vA
enc, v

B
enc)〉

θ2 = 〈ϑA decrypt {B, T, L, KAB}KA as {B; vT , vL, vK}KA 〉
θ3 = 〈ϑA〈{A, T, L, KAB}KB , {A, T}KAB 〉, ϑB(; z1

enc, z
2
enc)〉

θ4 = 〈ϑB decrypt {A, T, L, KAB}KB as {; zA, zT , zL, zK}KB 〉
θ5 = 〈ϑB decrypt {A, T}KAB as {A, T ; }KAB 〉
θ6 = 〈ϑB〈{T, T}KAB 〉, ϑA(; wA

enc)〉
θ7 = 〈ϑA decrypt {T, T}KAB as {T, T ; }KB 〉

3 Stochastic Analysis

Costs of transitions are derived by inspecting enhanced labels, following [26].
This information is sufficient to extract the necessary quantitative information
to obtain the Continuous Time Markov Chains (CTMC) (see [2,25] for more
details on the theory of stochastic processes). In general, by “cost” we mean any
measure that affects quantitative properties of transitions: here, we intend the
time the system is likely to remain within a given transition. We specify the cost
of a protocol in terms of the time overhead due to its primitives (along the same
lines as [28]). The cost of (the component of) the transition depends on both the
current action and on its context. Since the semantics of a language specifies its
abstract machine, the context in which an action occurs represents the run-time
support routines that the target machine performs to fire that action.

First, we intuitively present the main factors that influence the costs of ac-
tions and those due to their context. For simplicity, here we ignore the costs for
other primitives, e.g. restriction or constant invocation (see [26] for a complete
treatment).

– The cost of a communication depends on the costs of the input and output
components. In particular, the cost of an (i) output depends on the size of
the message and on the cost of each term of the message sent, in particu-
lar on its encryptions; (ii) input depends on the size of the message and on
the cost of checks needed to accept the message. Actually, the two partners
independently perform some low-level operations locally to their environ-
ment, each of which leads to a delay. Since communication is synchronous
and handshaking, the overall cost corresponds to the cost paid by the slower
partner.

– The cost of both encryption and decryption depends on the sizes of the cleart-
ext and ciphertext, resp.; the complexity of the algorithm that implements it;
the cipher mode adopted; the kind of the key (short/long, short-term/long-
term). The length of the key is important: usually, the longer the key, the
greater the computing time. In addition, the cost for decryption depends on
the cost of the checks needed to accept the decryption.

– The cost of parallel composition is evaluated according to the number of
available processors and to the speed of system clock.

To define a cost function, we start by considering the execution of each action
on a dedicated architecture that only has to perform that action, and we estimate
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the corresponding duration with a fixed rate r. Then we model the performance
degradation due to the run-time support. To do that, we introduce a scaling
factor for r in correspondence with each routine called by the implementation
of the transition θ under consideration. Here, we just propose a format for these
functions, with parameters to be instantiated on need. Note that these param-
eters depend on the target machine, e.g. in a system where the cryptographic
operations are performed at very high speed (e.g. by a cryptographic accelera-
tor), but with a slow link (low bandwidth), the time will be low for encryptions
and high for communication; vice versa, in a system offering a high bandwidth,
but poor cryptography resources.

Technically, we interpret costs as parameters of exponential distributions
F (t) = 1 − e−rt, with rate r and t as time parameter (general distributions are
also possible see [30]). The rate r associated with the transition is the parameter
which identifies the exponential distribution of the duration times of the transi-
tion, as usual in stochastic process algebras (e.g. [19,18]). The shape of F (t) is a
curve which grows from 0 asymptotically approaching 1 for positive values of its
argument t. The parameter r determines the slope of the curve: the greater r,
the faster F (t) approaches its asymptotic value. The probability of performing
an action with parameter r within time x is F (x) = 1 − e−rx, so r determines
the time, Δt, needed to have a probability near to 1.

3.1 Cost Functions

We define in a few steps the function that associates rates with communication
and decryption transitions, or, more precisely, with their enhanced labels. We
first give the auxiliary function fE : E → IR+ that estimates the effort needed
to manipulate terms E ∈ E .

• fE(a) = size(a) • fE({E1, . . . , Ek}E0) = fenc(fE(E1), ..., fE(E1), kind(E0))

The size of a name a (size(a)) matters. For an encrypted term, we use the
function fenc, which in turn depends on the estimate of the terms to encrypt
and on the kind of the key (represented by kind(E0)), i.e. on its length and on
the corresponding crypto-system.

Then we assign costs to actions in {in, out, dec}. Formally, the function $α :
{in, out, dec} → IR+ is defined as

• $α(〈E1, . . . , Ek〉) = fout(fE(E1), ..., fE(E1), bw)
• $α((E1, . . . , Ej ; xj+1, . . . , xk)) = fin(fE(E1), ..., fE(Ej), match(j), bw)
• $α(decrypt E as {E1, · · · , Ej ; xj+1, · · · , xk}E0) =

fdec(fE(E), kind(E0), match(j))

The functions fout and fin define the costs of the routines which implement
the send and receive primitives. Besides the implementation cost due to their
own algorithms, the functions above depend on the bandwidth of the communi-
cation channel (represented by bw) and the cost of the exchanged terms, in turn
computed by the auxiliary function fE . Also, the cost of an input depends on the
number of tests or matchings required (represented by match(j)). Finally, the
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function fdec represents the cost of a decryption. It depends on the manipulated
terms (fE(E)), on the kind of key (kind(E0)) and on the number of matchings
(match(j)).

We now consider the context in which the actions occur. To determine the
slowing factor due to parallel composition, we associate a cost to each context
label ϑ, as expressed by the function $l : {‖0, ‖1}∗ → (0, 1]. Parallel composition
is evaluated according to the number np of processors available, and on the
number of processes that run on them. Another factor is given by the speed of
clock, the system clock.
• $l(ϑ) = f||(np, |ϑ|, clock)

Finally, the function $ : Θ → IR+ associates rates with enhanced labels.
• $(〈ϑOout, ϑI in〉) = min{$l(ϑO) · $α(out), $l(ϑI) · $α(in)}
• $〈ϑdec〉 = $l(ϑ) · $α(dec)

As mentioned above, the two partners independently perform some low-level
operations locally to their environment, represented by the two context labels
ϑO and ϑI . Each label leads to a delay ($l(ϑO) and $l(ϑI), resp.) in the rate of
the corresponding action ($α(out) and $α(in), resp.). Thus, the cost paid by the
slower partner corresponds to the minimum cost of the operations performed by
the participants, in isolation. Indeed the lower the cost, i.e. the rate, the greater
the time needed to complete an action and hence the slower the speed of the
transition occurring. The smaller r, the slower F (t) = 1 − e−rt approaches its
asymptotic value.

Note that we do not fix the actual cost function: we only propose for it a
set of parameters to reflect some features of an idealized architecture and of
a particular cryptosystem. Although very abstract, this suffices to make our
point. A precise instantiation comes with the refinement steps from specification
to implementations as soon as actual parameters become available.

We now associate a rate to each transition in the transition system Sys1.
For the sake of simplicity, we assume that each principal has enough processing
power and then we can map each ϑ to 1. We could vary this value considering
e.g. differences in the speed of clock for the two processes. We instantiate the cost
functions given above, by using the following parameters each used to compute
the rate corresponding to a particular action (sending, receiving and decryption)
or a part of it, such as an encryption or a pattern matching: (i) e and d for
encrypting and for decrypting, (ii) s and r for sending and for receiving, (iii) m
for pattern matching. The functions are:

• fE(a) = 1
• fE({E1, . . . , Ek}E0) = e

s
·
∑k

i=1 fE(Ei) +
∑k

i=1 fE(Ei)
• $α(〈E1, . . . , Ek〉) = 1

s·
∑

i
i=1 fE(Ei)

• $α((E1, . . . , Ej ; xj+1, . . . , xk)) = 1
r·k+m·j

• $α(decrypt E as {E1, · · · , Ej ; xj+1, · · · , xk}E0) = 1
d·k+m·j

Intuitively, these parameters represent the time spent performing the corre-
sponding action on a single term. They occur in the denominator, therefore
keeping the rule that the faster the time, the slower the rate. Since transmission
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is usually more time-consuming than the corresponding reception, the rate of a
communication, will always be that of output.
Example (cont’d) The rate c0 of the first transition of Sys1 is 1

2s :
c0 = $(θ0) = min{($l(ϑA) · $α(〈A,B〉, $l(ϑS) · $α((; z1

enc, z
2
enc))} = min{ 1

2s
, 1

2r
}.

All the rates ci = $(θi) are: c0 = 1
2s , c1 = 1

8s+8e , c2 = 1
4d+m

, c3 = 1
6s+6e , c4 = 1

4d+m

c5 = 1
2d+2m , c6 = 1

2s+2e and c7 = 1
2d+2m .

3.2 Markov Chains and Performance Measures

Our first step is obtaining a Continuous Time Markov Chain (CTMC) from
a transition system. Then, we shall calculate the actual performance measure,
e.g. the throughput or utilization of a certain resource. We use the rates of tran-
sitions computed in Subsection 3.1, to transform a transition system T into its
corresponding CTMC(T ): a state is associated with each node of the transition
system, while the transitions between states are defined by the arcs.

Actually, the rate q(Ti, Tj) at which a system changes from behaving like pro-
cess Ti to behaving like Tj is the sum of the single rates of all the possible tran-
sitions from Ti to Tj . Note that q(Ti, Tj) coincides with the off-diagonal element
qij of the generator matrix of the CTMC, namely Q. Recall that a CTMC can be
seen as a directed graph and that its matrix Q (apart from its diagonal) repre-
sents its adjacency matrix. Hence, hereafter we will use indistinguishably CTMC
and its corresponding Q to denote a Markov chain. More formally, the entries of

the generator matrix Q are defined as qij =

⎧⎪⎪⎨⎪⎪⎩
q(Ti, Tj) =

∑
Ti

θk−→Tj

$(θk) if i 
= j

−
n∑

j=0,j �=i

qij if i = j

Example (cont’d). Consider the transition system Sys1. Since it is finite and has
a cyclic initial state, then there exists its stationary distribution. The stationary
probability distribution of a CTMC is Π = (X0, . . . , Xn−1) such that Π solves the
matrix equation ΠT Q = 0 and

∑n
i=0 Xi = 1. We derive the following generator

matrix Q1 of CTMC(Sys1) and the corresponding stationary distributions is
Π1, where C = 9s+ 8e + 6d + 3m.

Q1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−c0 c0 0 0 0 0 0 0
0 −c1 c1 0 0 0 0 0
0 0 −c2 c2 0 0 0 0
0 0 0 −c3 c3 0 0 0
0 0 0 0 −c4 c4 0 0
0 0 0 0 0 −c5 c5 0
0 0 0 0 0 0 −c6 c6

c7 0 0 0 0 0 0 −c7

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Π1 =
[s
C
,
4(s + e)

C
,
4d + m

C
,
3(s + e)

C
,
4d + m

C
,
d + m

C
,
e + s

C
,
d + m

C
,
]
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Evaluating the Performance. In order to define performance measures for a
process T , we define a reward structure associated with T , following [21,19,11].
Usually, a reward structure is simply a function that associates a reward with
any state passed through in a computation of T . For instance, when calculating
the utilisation of a resource, we assign value 1 to any state in which the use of the
resource is enabled (typically the source of a transition that uses the resource).
All the other states earn the value 0. Instead we use a slightly different notion,
where rewards are computed from rates of transitions [26]. To measure instead
the throughput of a system, i.e. the amount of useful work accomplished per unit
time, a reasonable choice is to use as nonzero reward a value equal to the rate
of the corresponding transition. The reward structure of a process T is a vector
of rewards with as many elements as the number of states of T . By looking at
the stationary distribution of and varying the reward structure, we can compute
different performance measures. The total reward is obtained by multiplying the
stationary distribution and the reward structure.

Definition 4. Given a process T , let Π = (X0, . . . , Xn−1) be its stationary
distribution and ρ = ρ(0), ..., ρ(n− 1) be its reward structure. The total reward
of T is computed as R(T ) =

∑
i ρ(i) ·Xi.

Example (cont’d). The throughput for a given activity is found by first associ-
ating a transition reward equal to the activity rate with each transition. In our
systems each transition is fired only once. Also, the graph of the corresponding
CTMC is cyclic and all the labels represent different activities. This amounts to
saying that the throughput of all the activities is the same, and we can freely
choose one of them to compute the throughput of Sys1. Thus we associate a
transition reward equal to its rate with the last communication and a null tran-
sition reward with all the others communications. From them, we compute the
reward structures as ρ1 = (0, 0, 0, 0, 0, 0, c7), where c7 = 1

2d+2m . The total reward
R(Sys1) of the system amounts then to d+m

(2d+2m)(9s14+d+3m) . To use this measure,
it is necessary to instantiate our parameters under various hypotheses, depend-
ing on several factors, such as the network load, the packet size, the number of
mobile stations and so on. We delay this kind of considerations to the next sec-
tion, where this measure will be compared with the one obtained for a different
protocol.

4 A Case Study

It is well known that asymmetric key cryptography is more expensive than sym-
metric key cryptography. This is why often the first technique is adopted for
long-term keys, while the other is exploited for session keys. We want to apply
our framework and compare public versus secret encryption techniques. Follow-
ing [20], we compare the two key-agreement protocols Kerberos [22] (the one
used as working example) and Diffie-Hellman, compared there for their energy
consumption.
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Before the comparison, we need to illustrate the second protocol and to apply
it the introduced technique. The Diffie-Hellman protocol is based on the use of
two functions, i.e. g(x) = αx mod p and f(x, y) = yx mod p, where p is a
large prime (public) and α of Z∗

p (the set of all the numbers prime with p) is
a generator. Here, we can safely abstract from the underlying number theory.
We need to slightly extend the syntax with the following productions, where E
and E′ are terms and each of the two functions g and f are considered as term
constructors. The semantics is modified accordingly, by adding a case for the
function T and by adding an axiom to the reduction semantics.

E ::= g(E) |f(E, E′)
P ::= let x be f(E, E′) in P

T (let x be f(E, E′) in P ) = let x be f(E, E′) in T (P )
ϑ�ϑ′ (let x be f(E, E′) in T ) = ϑϑ′ let x be f(E, E′) in (ϑ�T )

ϑ let x be f(E, E′) in T
〈ϑf〉−→ T [f(E, E′)/x]

The protocol is simply: (Diffie-Hellman)
1. A → B : g(KA)
2. B → A : g(KB)

At the end of the exchange A computes the key as f(KA, g(KB)), while B com-
putes it as f(g(KA), KB). These steps are made explicit in the LySa specification
of the protocol, Sys2 = (A|B), given in Tab. 3. The two keys coincide, because
of the following algebraic rule: f(x, g(y)) = f(y, g(x)). Here, KA and KB serve
as private keys, while g(KA) and g(KB) serve as public keys. Note that here
we do not need to extend our syntax with asymmetric encryption (we refer the
reader to [3]).

The Diffie-Hellman protocol can be efficiently implemented using the Elliptic
Curve Asymmetric-key (ECC) algorithm [17], that operates over a group of
points on an elliptic curve. For each curve a base point G is fixed, a large random
integer k acts as a private key, while kG (scalar point multiplication that results
in another point on the curve) acts as the corresponding public key. Scalar
point multiplication is obtained by a combination of point-additions and point-
doublings. So, we can use (1) g(x) = xG and (2) f(x, y) = xy.

Table 3. Specification of Diffie-Hellman Protocol

1 Sys2 = (A|B)
2 A = (νKA) KA private key
3 (〈g(KA)〉. A′) A sends msg (1)
4 A′ = (; vA

g ). A′′ A receives msg (2)
5 A′′ = let vA

g be f(KA, vA
g ) in A A computes f

6 B = (νKB) KB private key
7 B′ = (; vB

g ). B′′ B receives msg (1)
8 (〈g(KB)〉. B′) B sends msg (2)
9 B′′ = let vB

g be f(KB , vA
g ) in B B computes f
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For lack of space, we omit here the (finite) transition systems of Sys2, that
like the one of Sys1 has a unique cyclic path. We directly give the rates corre-
sponding to the transitions:

c′0 = 1
s+4pm , c′1 = 1

s+4pm , c′2 = 1
4pm , c′3 = 1

4pm .

We use the same cost parameters as in Section 3. In particular, we assume
that the sending parameter s is the same used for Sys1 (again transmission is
more expensive than reception). Since the functions g and f in Sys2 are both
implemented with four elliptic curve point multiplications, we assume that the
cost for g and f depend on the parameter pm (parameter for point multiplication),
more precisely $α(f(E, E′)) = 1

4pm and $α(〈g(E)〉) = 1
s+4pm . Again, for the sake

of simplicity, we assume that each principal has enough processing power, so
$||(ϑ) = 1 for each ϑ.

The stationary distribution Π2, where D = 2(8pm+ s), corresponding to Q2

of CTMC(Sys2), here omitted, is:

Π2 =
[
s + 4pm

D
,
s + 4pm

D
,
4pm

D
,
4pm

D

]
We can now compare the performance of the two protocols by relating their

throughputs. As done before, we associate a transition reward equal to its rate
with the last communication and a null transition reward with all the others
communications. We compute then the reward structure ρ2 = (0, 0, 0, c′3) for
Sys2 where c′3 = 1

4pm . Furthermore, we assume the same cost for encryption and
decryption, i.e. e = d. The total reward of Sys2 is R(Sys2) = 1

2(s+8pm) and is
such that:

R(Sys1) − R(Sys2) =
8pm− (8s + 14d + 3m)

2((s + 8pm))((9s14 + d + 3m))
> 0 if pm >

(8s + 14d + 3m)

8

Experimentally, we know that point multiplication is significantly more time-
consuming than decryption, therefore, we can assume that pm is significantly
higher than d. Consequently, we conclude that R(Sys1) > R(Sys2), i.e. the first
system has a better performance. Clearly, energy consumption of a cryptographic
algorithm is strongly related to its time complexity and thus our result agrees
with the one obtained in [20].

Actually, our working example presents a simple setting, in which the in-
volved transition systems have a unique cyclic path. In general, transition sys-
tems have more loops. Typically, this happens with a multi-session version of
the protocols presented before, where more copies of each principal (A, B and
S) running in parallel, lead to more transitions with the same source. Also, this
happens with non-repudiation protocols.
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Abstract. The intention of the paper is to develop a framework for ob-
servational equivalences in the setting of a real-time partial order model.
In particular, we introduce a family of equivalences of linear time –
branching time spectrum based on interleaving, causal trees and par-
tial order semantics, in the setting of event structures with dense time
domain. We study the relationships between these approaches and show
their discriminating power. Furthermore, when dealing with particular
subclasses of the model under consideration there is no difference be-
tween a more concrete or a more abstract approach.

1 Introduction

For the purpose of specification and verification of the behaviour of systems,
it is necessary to provide a number of suitable equivalence notions in order to
be able to choose the simplest possible view of the system. When comparing
behavioural equivalences for concurrency, it is common practice to distinguish
between two aspects. The first one which is most dominant is the so-called linear
time – branching time spectrum [11]. In the former, a process is determined by
its possible executions, the behaviour of a system is represented by the set of its
possible executions, whereas in the latter the branching structure of processes is
taken in account as well. Branching time semantics is of fundamental importance
in concurrency, exactly because it is independent of the precise nature of observ-
ability. The standard example of a linear time equivalence is (interleaving) trace
equivalence as put forward in [15], the standard example of a branching time
equivalence is (interleaving) bisimulation equivalence as proposed in [14]. Fur-
thermore, there is (interleaving) testing equivalence [10] in between. The other
aspect to consider is whether partial orders between action occurrences are taken
into account. In the interleaving approach, these are neglected. Many attempts
have been made to overcome the limits of the interleaving approach and to allow
observer to discriminate systems via an equivalence accordingly to the degree of
concurrency they exploit in their computations. As a result, various equivalences
based on modelling causal relations explicitly by partial orders have appeared in
the literature (see [1,12,13] among others). The culminating point here is history
preserving bisimulation.

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 16–26, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Recently, a growing interest can be observed in modelling real-time systems
which imply a need of a representation of the lapse of time. Several formal
methods for specifying and reasoning about such systems have been proposed in
the last ten years (see [3,4] as surveys). On the other hand, the incorporation of
real time into equivalence notions is less advanced. There are a few papers (see,
for example, [8,19,23]) where decidability questions of interleaving time-sensitive
equivalences are investigated. However, to our best knowledge, the literature of
real-time partial order models [7,16] has hitherto lacked such equivalences. In
this regard, the paper [20] is a welcome exception, where step and partial order
semantics of timed trace and bisimulation equivalences have been provided in the
framework of timed event structures with urgent actions. Moreover, in the papers
[5,18] time-sensitive testing has been treated for different real-time extensions of
event structures. Finally, our origin has been the paper [21] where the open maps
framework has been used to obtain abstract bisimilarities which are established
to coincide with timed extensions of partial order based equivalences.

In this paper, we seek to develop a framework for observational equivalences
in the setting of a real-time partial order model. In particular, we introduce
a family of equivalences of linear time – branching time spectrum based on
interleaving, causal trees and partial order semantics, in the setting of event
structures with dense time domain. This allows us to take into account pro-
cesses’ timing behaviour in addition to their degrees of relative concurrency and
nondeterminism. We study the relationships between these approaches to the
semantics of real-time concurrent systems, and show their discriminating power.
Furthermore, when dealing with particular subclasses of the model under con-
sideration, such as sequential and deterministic timed event structures, there is
no difference between a more concrete or a more abstract approach.

The rest of the paper is organized as follows. The basic notions concerning
timed event structures are introduced in the next section. Three different families
of behavioural equivalences based on interleaving, causal trees and partial orders
semantics are given in the following three sections. In section 6, we establish the
interrelationships between the equivalence notions in the setting of the model
under consideration and its subclasses. Section 7 contains some conclusions and
remarks on future work. For lack of the space, all the proofs have been omitted.
They can be found in the full version of the paper [6].

2 Timed Event Structures

In this section, we introduce some basic notions and notations concerning timed
event structures.

First, we recall a notion of event structures [22] which constitutes a major
branch of partial order models. The main idea behind event structures is to view
distributed computations as action occurrences, called events, together with a
notion of causality dependency between events (which is reasonably character-
ized via a partial order). Moreover, in order to model nondeterminism, there is a
notion of conflicting (mutually incompatible) events. A labelling function records
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which action an event corresponds to. Let Act be a finite set of actions and E
a set of events. A (labelled) event structure is a tuple S = (E,≤,#, l), where
E ⊆ E is a set of events; ≤ ⊆ E × E is a partial order (the causality relation),
satisfying the principle of finite causes: ∀e ∈ E � ↓ e = {e′ ∈ E | e′ ≤ e} is finite;
# ⊆ E × E is a symmetric and irreflexive relation (the conflict relation), satis-
fying the principle of conflict heredity: ∀e, e′, e′′ ∈ E � e # e′ ≤ e′′ ⇒ e #e′′;
l : E −→ Act is a labelling function. For an event structure S = (E,≤, #, l), we
define the following: � = (E ×E) \ (≤ ∪ ≤−1 ∪ #) (the concurrency relation),
e#1d ⇐⇒ e#d∧∀e′, d′ ∈ E � (e′ ≤ e∧d′ ≤ d∧ e′#d′)⇒ (e′ = e & d′ = d) (the
minimal conflict relation). For C ⊆ E, the restriction of S to C, denoted S�C, is
defined as (C,≤ ∩(C×C), #∩(C×C), l |C). Let C ⊆ E. Then, C is left-closed iff
∀e, e′ ∈ E � e ∈ C ∧ e′ ≤ e ⇒ e′ ∈ C; C is conflict-free iff ∀e, e′ ∈ C � ¬(e # e′);
C is a configuration of S iff C is left-closed and conflict-free. Let C(S) denote
the set of all finite configurations of S.

We next present the model of timed event structures from [21]. Real time is
incorporated into event structures by assuming that all events happen ”instan-
taneously”, while timing constraints w.r.t. a global real-valued clock restrict the
times at which events may occur. Moreover, all events are non-urgent, i.e. they
are allowed but not forced to occur once they are ready (their causal predeces-
sors have occurred and their timing constraints are respected). Let R be the set
of nonnegative real numbers.

Definition 1. A (labelled) timed event structure is a triple TS = (S, Eot, Lot),
where S = (E,≤, #, l) is a (labelled) event structure, Eot, Lot : E → R
are functions of the earliest and latest occurrence times of events, satisfying
Eot(e) ≤ Lot(e) for all e ∈ E.

For depicting timed event structures, we use the following conventions. The
action labels and timing constraints associated with events are drawn near the
events. If no confusion arises, we will often use action labels rather than event
identities to denote events. The <-relation is depicted by arcs (omitting those
derivable by transitivity), and conflicts are also drawn (omitting those derivable
by conflict heredity).

Example 1. A trivial example of a labelled timed event structure is shown in
Fig. 1.

c : e3

a : e1

[3, 5]

[5, 8]

b : e2

[4, 7]

T̃ S :

�

#

Fig. 1.
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Timed event structures TS and TS′ are isomorphic (denoted TS � TS′), if
there exists a bijection ϕ : ETS −→ ETS′ such that e ≤TS e′ iff ϕ(e) ≤TS′ ϕ(e′),
e #TS e′ iff ϕ(e) #TS′ ϕ(e′), lTS(e) = lTS′(ϕ(e)), EotTS(e) = EotTS′(ϕ(e)),
and LotTS(e) = LotTS′(ϕ(e)), for all e, e′ ∈ ETS .

An execution of a timed event structure is a timed configuration which con-
sists of a configuration and a timing function recording global time moments
at which events occur, and satisfies some additional requirements. Let TS =
(S, Eot, Lot) be a timed event structure, C ∈ C(S), and T : C −→ R. Then
TC = (C, T ) is a timed configuration of TS iff the following conditions hold: (i)
∀ e ∈ C � Eot(e) ≤ T (e) ≤ Lot(e), (ii) ∀ e, e′ ∈ C � e ≤TS e′ ⇒ T (e) ≤ T (e′).
Informally speaking, the condition (i) expresses that an event can occur at a time
when its timing constraints are met; the condition (ii) says that for all two events
e and e′ occurred if e causally precedes e′ then e should temporally precede e′.
The initial timed configuration of TS is (∅, ∅). We use T C(TS) to denote the
set of timed configurations of TS. To illustrate the concept, consider the timed
event structure T̃ S shown in Fig. 1. The set of possible timed configurations of
T̃ S is {(∅, ∅), ({e1}, T1), ({e3}, T2), ({e1, e3}, T3), ({e1, e2}, T4) | T1(e1) ∈ [3, 5];
T2(e3) ∈ [5, 8]; T3(e1) ∈ [3, 5], T3(e3) ∈ [5, 8]; T4(e1) ∈ [3, 5], T4(e2) ∈ [4, 7],
T4(e1) ≤ T4(e2)}.

We need to introduce some auxiliary notions and notations. Let TS be a
timed event structure and TC = (C, T ), TC′ = (C′, T ′) ∈ T C(TS). We shall
write TC −→ TC′ iff C ⊆ C′ and T ′|C = T . The restriction of TS to TC,
denoted TS�TC, is defined as (S�C, T ).

3 Interleaving Semantics

In this section, we define timed trace, testing and bisimulation equivalences based
on interleaving observations on timed event structures.

For this purpose we need the following notion. Let (Act ×R) be the set of
timed actions.

In the interleaving semantics, a timed event structure TS progresses through
a sequence of timed configurations by occurrences of timed actions. In a timed
configuration TC1 = (C1, T1), the occurrence of a timed action (a, d) leads to a

timed configuration TC2 = (C2, T2) (denoted TC1
(a,d)−→ TC2), if TC1 −→ TC2,

C2 \ C1 = {e}, lTS(e) = a, and T2(e) = d. The leading relation is extended to

a sequence of timed actions from (Act × R)∗ as follows: TC
(a1,d1)−→ · · · (an,dn)−→

TC′ ⇔ TC
(a1,d1)...(an,dn)−→ TC′. The set Lti(TS) = {w ∈ (Act×R)∗ | (∅, ∅) w−→

TC for some TC ∈ T C(TS)} is the ti-language of TS.
Say that timed event structures TS and TS′ are timed interleaving trace

equivalent (denoted TS ≡ti TS′) iff their ti-languages coincide.
Testing equivalences [10] are defined in terms of tests which processes may

and must satisfy. A test is usually itself a process applied to a process by com-
puting both together in parallel. A particular computation is considered to be
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successful if the test reaches a designated successful state, and the process guar-
antees the test if every computation is successful. However, following the papers
[2,13], we use an alternative characterization of the testing concept. In timed
interleaving semantics, a test consists of a timed word and a set of timed ac-
tions. A timed process passes this test if after every execution of the timed word
the timed actions are inevitable next. Two timed event structures are timed
interleaving testing equivalent, if there is no test which can distinguish them.

Definition 2. Let TS and TS′ be timed event structures. Then,

– for w ∈ (Act ×R)∗ and L ⊂ (Act ×R), TS after w MUST L iff for all
TC ∈ T C(TS) such that (∅, ∅) w→ TC, there exists a timed action (a, d) ∈ L

such that TC
(a,d)→ TC′ for some TC′ ∈ T C(TS),

– TS and TS′ are timed interleaving testing equivalent (denoted TS ∼ti TS′)
iff for all w ∈ (Act×R)∗ and L ⊂ (Act×R) holds: TS after w MUST L⇐⇒
TS′ after w MUST L.

Further, consider the definition of timed interleaving bisimulation in the set-
ting of timed event structures. We shall say that two timed event structures
are timed interleaving bisimilar, if there exists a relation between their bisim-
ilar timed configurations, among which the initial ones, such that the timed
configurations obtained by occurring timed actions are also timed interleaving
bisimilar.

Definition 3. Timed event structures TS and TS′ are timed interleaving bisim-
ilar (denoted TS↔tiTS′) iff there exists a relation B ⊆ T C(TS)×T C(TS′) sat-
isfying the following conditions: ((∅, ∅), (∅, ∅)) ∈ B and for all (TC, TC′) ∈ B it
holds:

(a) if TC
(a,d)−→ TC1 in TS, then TC′ (a,d)−→ TC′

1 in TS′ and (TC1, TC′
1) ∈ B for

some TC′
1 ∈ T C(TS′),

(b) symmetric to item (a).

TS1

[0,1]

a

�
b

[0,2]

	≡ti

TS2

[0,1]

a

�
b

[0,2]

#

[0,0]

b

�
a

[0,0]

≡ti

	∼ti

TS3

[0,2]

b

b
[0,0]

�

�

[0,1]

a

#

a
[0,0]

�

�

#

#

#

�

�

[0,0]

b

#

a
[0,0]

�

�

[0,0]

a

b
[0,1]

∼ti

	↔ti

TS4

[0,2]

b

b
[0,0]

�

�

[0,1]

a

#

a
[0,0]

�

#

#

�

[0,0]

b �
[0,0]

a

↔ti

	≡tp

TS5

[0,1]

a

�
b

[0,2]

�

#

#

�

[0,0]

a

b
[0,0]

Fig. 2.
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Example 2. Consider the timed event structures shown in Fig. 2. We have
TS2 ≡ti TS3, while TS1 
≡ti TS2, since, for example, (b, 0)(a, 0) ∈ Lti(TS2) but
(b, 0)(a, 0) 
∈ Lti(TS1). Next, we get TS3 ∼ti TS4, while TS2 
∼ti TS3, because,
for instance, TS2 after (a, 0) MUST {(b, 1)} but ¬(TS3 after (a, 0) MUST
{(b, 1)}). Further, we have TS4↔tiTS5 but TS3 
↔ti TS4, since, for instance, the
timed configuration TC of TS3 containing the lower right timed action (a, 0) can
not be related neither to the configuration TC′ of TS4 containing the lower left
timed action (a, 0) nor to the configuration TC′′ of TS4 containing the upper left
timed action (a, 0), because, on one hand, in TC the execution of timed action
(b, 1) is possible, but it is not the case in TC′, and on the other hand, in TC′′

the execution of timed action (b, 2) is possible, but it is not the case in TC.

4 Causal Tree Semantics

The second semantics we use for the definition of timed equivalences are timed
causal trees which are a timed extension of causal trees [9]. Causal trees are in
turn synchronisation trees [17] which carry in their labels additional information
about causes of actions, thus providing us with an interleaving description of
timed concurrent processes which faithfully expresses causality.

We start with defining some needed notions and notations. A timed causal
tree over (Act × R), TCT , is a tree (N, A, φ) where N is the set of nodes,
A ⊆ N ×N is the set of arcs, φ : A −→ (Act×R× 2N) is the labelling function.
The labelling function is extended to paths in a timed causal tree in a standard
way. From now on, we shall use the set P(TCT ) = {φ(u) ∈ (Act×R× 2N)∗ | u
is a path in a timed causal tree TCT starting from its root}.

We are ready to provide the definitions of equivalences on timed causal trees.
First, consider the definition of trace equivalence on timed causal trees. Timed

causal trees TCT1 and TCT2 are timed trace equivalent (denoted TCT1 ≡ TCT2)
iff P(TCT1) = P(TCT2).

Second, the definition of testing on timed causal trees is developed. An un-
timed version of the notion was proposed in [13]. For our purpose, we adapt timed
interleaving testing to timed causal trees, that is, the tests consist of words over
and subsets of (Act×R× 2N) instead of (Act×R).

Definition 4. Let TCT1 and TCT2 be timed causal trees, w ∈ (Act×R×2N)∗,
and L ⊂ (Act×R× 2N). Then,

– TCT1 after w MUST L iff for all paths u in TCT1 from its root to a node
n such that φ1(u) = w, there exists a label (a, d, K) ∈ L and an arc r starting
from n such that φ1(r) = (a, d, K),

– TCT1 and TCT2 are timed testing equivalent (denoted TCT1 ∼ TCT2) iff for
all w ∈ (Act×R×2N)∗ and L ⊂ (Act×R×2N), TCT1 after w MUST L⇐⇒
TCT2 after w MUST L.

Third, the definition of bisimulation on timed causal trees is proposed.
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Definition 5. Timed causal trees TCT1 and TCT2 are timed bisimilar (denoted
TCT1↔TCT2) iff there exists a relation B ⊆ N1 × N2 satisfying the following
conditions: the roots of the trees belong to B and for all (n1, n2) ∈ B it holds:

(a) if there exists an arc, labelled by (a, d, K), from the node n1 to a node n′
1 in

TCT1, then there exists an arc, labelled by (a, d, K), from the node n2 to a
node n′

2 in TCT2 and (n′
1, n

′
2) ∈ B,

(b) symmetric to item (a).

Before introducing the notion of the timed causal tree of a timed event struc-
ture, we need some auxiliary notions and notations. A timed trace of a timed
event structure TS is a word σ = (e1, d1) . . . (en, dn) such that it holds: (i)
TCσ = (C, T ) (with C = {e1, . . . , en} and T (ei) = di), 1 ≤ i ≤ n) is a timed
configuration of TS, (ii) ei 
= ej for all i, j (i 
= j), (iii) ei <TS ej implies i < j
for all i, j. Hence a timed trace is a causal linearization of a timed configuration.
We use T T (TS) to denote the set of timed traces of TS. The length of a timed
trace σ is denoted by |σ|.

In the timed causal tree of a timed event structure TS, the nodes are simply
the timed traces of TS and an arc exists between two timed traces if the second
one is an extension of the first one. The causes in the labels of the arc have to
be computed from the causality relation of TS.

Definition 6. Let TS = (S, D) be a timed event structure. The timed causal
tree of TS, TCT (TS), is the tree (T T (TS), A, φ) such that A = {(σ, σ(e, d)) |
σ, σ(e, d) ∈ T T (TS)}, φ((σ, σ(e, d))) = (lTS(e), d, K) where K = {|σ2| + 1 |
∃e′ <TS e, and σ1, σ2 s.t. σ = σ1(e′, d′)σ2 for some d′}.

Example 3. Consider the timed event structures, shown in Fig. 2 and 3. First, we
have TCT (TS6) ≡ TCT (TS7), while TCT (TS4) 
≡ TCT (TS5), since, for exam-
ple, (a, 0, ∅)(b, 0, ∅) ∈ P(TCT (TS5)) but (a, 0, ∅)(b, 0, ∅) 
∈ P(TCT (TS4)). Sec-
ond, we get TCT (TS7) ∼ TCT (TS8), but TCT (TS6) 
∼tp TCT (TS7), because,
for instance, TCT (TS6) after (a, 1, ∅) MUST {(b, 1, {1})} but ¬(TCT (TS7)
after (a, 1, ∅) MUST {(b, 1, {1})}). Third, we have TCT (TS8) ↔ TCT (TS9),
but TCT (TS7) 
↔ TCT (TS8), because, for instance, in TCT (TS8) there are
arcs, labelled by (b, 1, {1}) and (b, 1, {2}), starting from a node reached by the
path, labelled by (a, 1, ∅)(a, 1, ∅), but it is not the case in TCT (TS7).

TS6 TS7 TS8 TS9≡tp

	∼tp

∼tp

	↔thp

	↔ti

↔thp

b

a

[1, 3]

[1, 3]

�
b

a

[1, 3]

[1, 3]

�
# b

a

[1, 3]

[1, 3]

a

[1, 3]

�
b

a

[1, 3]

[1, 3]

�
b

a

[1, 3]

[1, 3]

�
#

a

[1, 3]

#
��� ���#

a

[1, 3]

#

b

a

[1, 3]

[1, 3]

�
b

a

[1, 3]

[1, 3]

�
#

a

[1, 3]

#

Fig. 3.
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5 Partial Order Semantics

In this section, we consider several definitions of timed equivalence notions based
on timed partial orders.

The partial order semantics of timed event structures is defined by means of
timed pomsets. A timed pomset is a (labelled) timed event structure TP = (E, ≤,
#, l, Eot, Lot) with # = ∅ and Eot(e) = Lot(e), for all e ∈ E. We use T Pom to
indicate the set of timed finite pomsets. The empty timed pomset is (∅, ∅, ∅, ∅, ∅).
The set Ltp(TS) = {TP ∈ T Pom | TP � TS�TC for some TC ∈ T C(TS)} is
the tp-language of TS.

Using tp-languages we obtain timed pomset trace equivalence, i.e., two timed
event structures TS and TS′ are timed pomset trace equivalent (denoted TS ≡tp

TS′) iff their tp-languages coincide.
Next, the definition of timed pomset testing which is a timed extension of

causal testing defined in [13], is developed. For this purpose, we will use the
following notion. For two timed pomsets TP and TP ′, TP is a direct prefix of TP ′

(denoted TP ≺ TP ′) if ETP ⊆ ETP ′ , ETP ′ \ETP = {e′}, e′ is a maximal element
of ETP ′ , ≤TP ′ |ETP ×ETP =≤TP , lTP ′ |ET P = lTP , and EotTP ′ |ET P = EotTP ,
∀e ∈ ETP ′ � e ≤TP ′ e′ ⇒ EotTP ′(e) ≤ EotTP ′(e′).

Definition 7. Let TS and TS′ be timed event structures. Then,

– for TP ∈ T Pom and a set of pomsets TP′ such that ∀TP ′ ∈ TP′ �

TP ≺ TP ′, TS after TP MUST TP′ iff for all TC ∈ T C(TS) such that
TS�TC � TP and for all isomorphisms f : TS�TC −→ TP there exists
TP ′ ∈ TP′, TC′ ∈ T C(TS), and f ′ : TS�TC′ −→ TP ′ such that f ′ is an
isomorphism and f ⊆ f ′,

– TS and TS′ are timed pomset testing equivalent (denoted TS ∼tp TS′)
iff for all TP and for all TP′ it holds: TS after TP MUST TP′ ⇐⇒
TS′ after TP MUST TP′.

Further, we define timed extensions of history preserving bisimulation [12].
It is well-known that the equivalence is the culminating point of the pomset
bisimulation approach.

Definition 8. Timed event structures TS and TS′ are timed history preserving
bisimilar (denoted TS↔thpTS′) if there exists a relation B consisting of triples
(TC, f, TC′), where TC is a timed configuration of TS, TC′ is a timed con-
figuration of TS′, and f : TS�TC → TS′�TC′ is an isomorphism, such that
((∅, ∅), ∅, (∅, ∅)) ∈ B and for all (TC, f, TC′) ∈ B it holds:

(a) if TC −→ TC1 in TS, then TC′ −→ TC′
1 in TS′ and (TC1, f1, TC′

1) ∈ B
with f ⊆ f1, for some TC′

1 and f1,
(b) symmetric to item (a).

Example 4. Consider the timed event structures, shown in Fig. 2 and 3. First,

we have TS6 ≡tp TS7, while TS4 
≡tp TS5, since, for example,
[0,0]
a

[0,0]

b

∈ Ltp(TS5)
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and
[0,0]
a

[0,0]

b


∈ Ltp(TS4). Second, we get TS7 ∼tp TS8, but TS6 
∼tp TS7, because,

for instance, TS6 after
[1,1]
a MUST {

[1,1]
a →

[1,1]

b } and ¬(TS7 after
[1,1]
a MUST

{
[1,1]
a →

[1,1]

b }). Third, we have TS8↔thpTS9, but TS7 
↔thpTS8, because, for in-
stance, the timed configurations of TS8, obtained first by the execution of the
medium timed action (a, 3), and then by the execution of the left timed action
(a, 1), can be related only to the timed configurations of TS7 obtained first by
the execution of the left timed action (a, 3) and then by the execution of the
right timed action (a, 1), respectively, however the execution of the timed action
(b, 1) is further possible in TC8, but it is not the case in TC7. Moreover, this
means that TS7 
↔tiTS8.

As was shown in [1,13], pomset testing and history preserving bisimulation
coincide with testing and bisimulation on causal trees, respectively, in the setting
of event structures. We extend the results to timed versions of the equivalences.

Theorem 1. Let TS and TS′ be timed event structures. Then,

(i) TS ≡tp TS′ ⇐⇒ TCT (TS) ≡ TCT (TS′).
(ii) TS ∼tp TS′ ⇐⇒ TCT (TS) ∼ TCT (TS′).
(iii) TS↔thpTS′ ⇐⇒ TCT (TS)↔TCT (TS′).

6 Comparison of Equivalences

The common framework used to define different observational equivalences allow
us to study the relationships between the induced semantics. The theorems we
state in the section are a step towards a better understanding of the interrelations
between interleaving and partial order (also, causal tree) semantics. In particular,
we will give the hierarchy for the equivalences and will establish that some of
them coincide on special subclasses of timed event structures.

Theorem 2. Let TS and TS′ be timed event structures. Then,

(i) TS ≡ti TS′ ⇐ TS ≡tp TS′,
(ii) TS ∼ti TS′ ⇐ TS ∼tp TS′,
(ii) TS↔tiTS′ ⇐ TS↔thpTS′.

Theorem 3. Let TS and TS′ be timed event structures. Then,

(i) TS ≡ti TS′ ⇐ TS ∼ti TS′ ⇐ TS↔tiTS′,
(ii) TS ≡tp TS′ ⇐ TS ∼tp TS′ ⇐ TS↔thpTS′.

The timed event structures in Fig. 2, 3 show that the converse implications
of the above theorems do not hold and that the six equivalences are all different.

Now one can ask the obvious question what happens with all these equiv-
alences if we restrict ourselves to some subclasses of the model under consid-
eration. A timed event structure TS = (S = (E,≤, #, l), Eot, Lot) is called
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sequential, if �S= ∅; TS is deterministic, if e �S e′ or e#1
Se′ ⇒ l(e) 
= l(e′)

or [Eot(e), Lot(e)] ∩ [Eot(e′), Lot(e′)] = ∅.
The next theorem shows that if we only consider timed event structures

which represent timed sequential processes then the interleaving and partial
order semantics of the timed equivalences defined coincide.

Theorem 4. Let TS and TS′ be timed sequential event structures. Then,

(i) TS ≡ti TS′ ⇒ TS ≡tp TS′,
(ii) TS ∼ti TS′ ⇒ TS ∼tp TS′,
(ii) TS↔tiTS′ ⇒ TS↔thpTS′.

The theorem below establishes that if we only consider timed event structures
which represent timed deterministic processes then there is no difference between
the timed equivalences of linear time – branching time spectrum.

Theorem 5. Let TS and TS′ be timed deterministic event structures. Then,

(i) TS ≡ti TS′ ⇒ TS ∼ti TS′ ⇒ TS↔tiTS′,
(ii) TS ≡tp TS′ ⇒ TS ∼tp TS′ ⇒ TS↔thpTS′.

7 Conclusion

In this paper, we have given a flexible abstract mechanism, based on observa-
tional equivalences which allows us to consider timed event structures as the
basis of different approaches to the description of the semantics of concurrent
and real-time systems. The results obtained show that the semantics proposed
in general provide formal tools with an discriminative power. Furthermore, when
dealing with particular subclasses of the model there is no difference between a
more concrete or a more abstract approach.

In a future work, we plan to extend the obtained results to other observational
equivalences (e.g., equivalences taking into account internal actions, etc.) and to
other classes of timed event structures (e.g. timed stable event structures, timed
local event structures, etc.). Some investigation on the development of timed
event structure semantics of timed Petri nets are now under way, and we plan
to report on this work elsewhere.
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Abstract. Generalized resources are defined as multisets of Petri net
vertices. Here places represent material resources (designated by tokens
residing in these places). Transitions correspond to activity resources
represented by transition firings. Two generalized resources are called
similar if in any Petri net marking one resource can be replaced by
another without changing the observable system’s behaviour (modulo
bisimulation). In this paper we study some basic properties of generalized
resource similarity and prove that, being undecidable, generalized resour-
ce similarity is finitely based, and thus can be finitely described. We show
also, that similarity of generalized resources allows to express some sub-
stantial properties of systems modelled by Petri nets.

1 Introduction

Petri nets is a well-known formalism of less than Turing power. It is suited
for modelling parallel and distributed systems, such as protocol specifications,
distributed algorithms and workflows. Petri nets offer a wide range of modelling
primitives: sequential and parallel composition, choice, accumulation, expressed
in a clear graphical notation.

The notion of bisimulation equivalence was introduced by Milner and Park.
It captures the notion of observable system behaviour. Bisimulation equivalence
is a binary relation on system states (Petri net markings). Two states are bisim-
ilar, if an external observer (who sees only transition firings) cannot distinguish
them.

For ordinary Petri nets the marking bisimulation is undecidable [6]. A more
weak place bisimulation for ordinary Petri nets was studied in [1]. Place bisi-
mulation is a binary relation on Petri net places. Two places in a Petri net are
bisimilar, if replacing a token in one place by a token in another one in any
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marking doesn’t change the system behaviour. Place bisimulation is decidable.
It can be used for reducing Petri nets by place fusion.

In [3] multisets of places were considered as system resources generating this
or that net’s behavior, and the relation of resource similarity was defined. Two
resources are called similar if changing one resource by another in any marking
can’t be noticed by an external observer. The relation of resource similarity has a
very natural interpretation and can be useful for analysis resource dependencies
in modelled systems. It can be used also for net reduction. Resource similarities
are undecidable, but they are closed under transitivity and addition of resources.
Moreover, each resource similarity has a finite basis under transitivity and addi-
tion. Being undecidable, resource similarity can be in a certain sense “approxima-
ted” the by a stronger relation of a resource bisimulation [3]. In [4] conditional
resource similarity was investigated. Two resources are called similar under a
certain condition if one of them can be replaced by another without changing an
observable behavior provided that a comprehending marking contains also some
additional resources.

In many resource-dependent systems, such as e. g. workflow systems, stuff and
devices, which deal with other resources, are changeable and can be considered
as resources themselves. So, in this paper we introduce the notion of generali-
zed resource. It includes not only statical but also dynamical components. Ge-
neralized resource is a pair of multisets: a multiset of places and a multiset
of transitions. A multiset of places defines a material resource, a multiset of
transition defines an activity resource.

Then we define the relation of similarity for generalized resources. Two gen-
eralized resources are similar, if in any state of the system we can replace tokens
and firings of one of them by tokens and firings of another without changing
the observable system behaviour. Here we suppose all transitions in the activity
part of the resource to fire independently (in one parallel step).

This new kind of similarity allows to express some interesting properties of
system components. The novelty is in the possibility to examine not only the
static part of a Petri net (places and markings), but also it’s active components
(transitions and firings). Thus, for example, it allows to formalize the notions of
“comparative effectiveness” and “equivalence under condition” for two multisets
of events (transition firings). At the same time, generalized resource similarity
is a natural extension of the resource similarity relation defined in [3]. Hence it
allows to express all static resource properties such as “resource sufficiency” or
“resource redundancy” as well.

In this paper we study basic properties of a generalized resource similarity.
It is shown that a generalized resource similarity is an equivalence relation, and
that it is closed under addition of pairs of generalized resources and under two
specific operations — parallel step removal and parallel step addition. The set
of all pairs of similar generalized resources is semilinear. We describe a special
finite basis of a generalized resource similarity. It is also proven that a general-
ized resource similarity is a generalization of a resource similarity [3] and hence
is undecidable.
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2 Preliminaries

Let S be a finite set. A multiset m over a set S is a mapping m : S → Nat,
where Nat is the set of natural numbers (including zero), i. e. a multiset may
contain several copies of the same element.

For two multisets m, m′ we write m ⊆ m′ iff ∀s ∈ S : m(s) ≤ m′(s) (the
inclusion relation). The sum and the union of two multisets m and m′ are defined
as usual: ∀s ∈ S : m + m′(s) = m(s) + m′(s), m ∪m′(s) = max(m(s), m′(s)).
By M(S) we denote the set of all finite multisets over S.

Non-negative integer vectors are often used to encode multisets. Actually,
the set of all multisets over finite S is a homomorphic image of Nat|S|. A binary
relation R ⊆ Natk × Natk is a congruence if it is an equivalence relation and
whenever (v, w) ∈ R, then (v + u, w + u) ∈ R (here ‘+’ denotes coordinate-
wise addition). It was proved by L. Redei [7] that every congruence on Natk

is generated by a finite set of pairs. Later P. Jančar [6] and J. Hirshfeld [5]
presented a shorter proof and also showed that every congruence on Natk is a
semilinear relation, i. e. it is a finite union of linear sets.

Let P and T be disjoint sets of places and transitions and let F : (P ×
T ) ∪ (T × P ) → Nat. Then N = (P, T, F ) is a Petri net. A marking in a Petri
net is a function M : P → Nat, mapping each place to some natural number
(possibly zero). Thus a marking may be considered as a multiset over the set of
places. Pictorially, P -elements are represented by circles, T -elements by boxes,
and the flow relation F by directed arcs. Places may carry tokens represented
by filled circles. A current marking M is designated by putting M(p) tokens into
each place p ∈ P . Tokens residing in a place are often interpreted as resources
of some type consumed or produced by a transition firing. A simple example,
where tokens represent molecules of hydrogen, oxygen and water respectively is
shown in Fig. 1.
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Fig. 1. A chemical reaction

For a transition t ∈ T an arc (x, t) is called an input arc, and an arc (t, x)
— an output arc; the preset •t and the postset t• are defined as the multisets
over P such that •t(p) = F (p, t) and t•(p) = F (t, p) for each p ∈ P . A transition
t ∈ T is enabled in a marking M iff ∀p ∈ P M(p) ≥ F (p, t). An enabled
transition t may fire yielding a new marking M ′ =def M − •t + t•, i.e. M ′(p) =
M(p)− F (p, t) + F (t, p) for each p ∈ P (denoted M

t→M ′).
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The transitions may fire in parallel (concurrently), if there are enough tokens
for all of them. In particular, the transition may fire in parallel with itself.
The concurrent firing of the multiset of transitions is called a parallel step. The
precondition and postcondition for the multiset of transitions α ∈ M(T ) are:

•α =def

∑
t∈α

•t, α• =def

∑
t∈α

t•.

Note that if transition t occurs n times in α then its precondition •t occurs
n times in •α. Obviously,

•(α + β) = •α + •β, (α + β)• = α• + β•.

To observe a net behavior transitions are marked by special labels represen-
ting observable actions or events. Let Act be a set of action names. A labelled
Petri net is a tuple N = (P, T, F, l), where (P, T, F ) is a Petri net and l : T → Act
is a labelling function. It can be generalized to multisets:

for α ∈M(T ) l(α) =def

∑
t∈α l(t).

Again, we use not a union but a sum of multisets.
Let N = (P, T, F, l) be a labelled Petri net. We say that a relation R ⊆

M(P ) × M(P ) conforms the transfer property iff for all (M1, M2) ∈ R and
for every step t ∈ T , s.t. M1

t→ M ′
1, there exists an imitating step u ∈ T ,

s.t. l(t) = l(u), M2
u→ M ′

2 and (M ′
1, M

′
2) ∈ R. The transfer property can be

represented by the following diagram:

M1 ∼ M2

↓ t ↓ (∃)u, l(u) = l(t)

M ′
1 ∼ M ′

2

A relation R is called a marking bisimulation, if both R and R−1 conform the
transfer property.

For every labelled Petri net there exists the largest marking bisimulation
(denoted by ∼) and this bisimulation is an equivalence. It was proved by P. Jan-
čar [6], that the marking bisimulation is undecidable for Petri nets.

3 Similarity of Generalized Resources

Definition 1. Let N = (P, T, F, l) be a labelled Petri net. A pair (r, α) s. t.
r ∈M(P ), α ∈M(T ) and •α ⊆ r is called a generalized resource of a Petri net
N .

The set of all generalized resources of N is denoted by Φ(N).
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In other words, a generalized resource can be considered as a multiset over
the set P ∪ T of vertices in Petri net graph. But we prefer to use the syntax
(r, α) since for syntactical reasons it is more convenient to separate places and
transitions explicitly.

So, the generalized resource (r, α) consists of two distinguished parts — a
multiset of places r and a multiset of transitions α. We will call r a material
resource and α an activity resource. The material part describes the availability
of raw materials (tokens in Petri nets) and the activity part describes the possi-
bility of tool usage (transition firings). Since we consider not sets but multisets,
both tools and materials may have quantity.

The requirement of well-foundedness •α ⊆ r is very natural and guarantees
that materials utilized by activity part are always included into material part.

Note that by definition •α contains enough tokens for parallel firing of all
transitions in α. Hence α can be always considered as a parallel step. We consider
only parallel firings of transitions constituting the activity part of a resource.

Generalized resources can be interchangeable:

Definition 2. Generalized resources (r, α) and (s, β) are called similar (denoted
by (r, α) ≈ (s, β)) if

1. l(α) = l(β);
2. for every marking M ∈ M(P ) and parallel step M + r

α→ M ′ we have

M + s
β→M ′′ with M ′ ∼ M ′′.

Thus if two generalized resources are similar, then in every marking each
of these resources can be replaced by another without changing the observable
system behavior. The replacement of material parts means just replacement of
corresponding tokens. The replacement of activity parts means determined firing
of β instead of α.

The generalized resource similarity has natural interpretation. For example,
it may express the possibility of replacement of one employee (making some work
defined by a multiset of transitions) by another employee (another multiset of
transitions), but only provided we replace also some tokens (raw materials at the
store and salary on the employee’s account) by another multiset of tokens. In this
case the money and the raw materials are material resources, and the employees
are activity resources. Different employees consume and produce different mate-
rial resources.

Note that this replacement doesn’t actually replace transitions in the net’s
graph. The structure of the net remains the same. We just replace the occurrences
of transitions in the net’s behaviour. The first employee is not fired, it is just
substituted by the second for this certain work. Later he/she may carry out this
kind of work himself/herself again.

Some examples of similar generalized resources are shown in Fig. 2.
Generalized resource similarity may capture a number of interesting facts

about the system. Some of them are shown in Fig. 3.
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(p1 + p2 + p6, t2) ≈ (p2 + p3, t3)

(p1, t1) ≈ (p1 + p4, t1)

(p5, t4) ≈ (2p5, t4)

(p4, ∅) ≈ (p6, ∅)

Fig. 2. Examples of similar generalized resources

(r, α) ≈ (s, β) Generalized resources (r, α) and (s, β) are inter-
changeable in any state of the system.

(r, α) ≈ (r, β) Activities α and β are equivalent in any state of
the system, containing context r.

(r, α) ≈ (s, α) Materials r and s are equivalent if the system nec-
essarily executes α.

(r, α) ≈ (r + s, β) Activity α is more effective than β.
(r, α) ≈ (r + s, α) Material s is removable if the system necessarily

executes α.
(r, ∅) ≈ (r + s, ∅) A material s is redundant.

4 Properties of Generalized Resource Similarity

The generalized resource similarity has some nice properties. First of all, it is an
equivalence:

Proposition 1. Let (r, α), (s, β), (u, γ) ∈ Φ(N). Then

1. (r, α) ≈ (r, α);
2. (r, α) ≈ (s, β) ⇒ (s, β) ≈ (r, α);
3. (r, α) ≈ (s, β) & (s, β) ≈ (u, γ) ⇒ (r, α) ≈ (u, γ).

Proof. 1) From the definition.
2) Since the largest marking bisimulation ∼ is closed under the symmetry.
3) Since the largest marking bisimulation ∼ is closed under the transitivity. ��

The simplest nontrivial similar pairs can be generated by:

Proposition 2. Let α, β ∈M(T ). Then

l(α) = l(β) ⇒ (•α + β•, α) ≈ (•β + α•, β).

Proof. From the definition. ��
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Fig. 3. Properties exposured by a generalized resource similarity

Generalized resource similarity is closed under the removal of a parallel step:

Proposition 3. Let (r, α), (s, β) ∈ Φ(N), γ, δ ∈ M(T ). Then

(r, α) ≈ (s, β) & l(γ) = l(δ) & γ ⊆ α & δ ⊆ β ⇒
⇒ (r − •γ + γ•, α− γ) ≈ (s− •δ + δ•, β − δ).

Proof. Assume the converse: (r − •γ + γ•, α− γ) 
≈ (s− •δ + δ•, β − δ).
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First, note that (r − •γ + γ•, α− γ) and (s− •δ + δ•, β − δ) are well-formed
generalized resources, since •(α−γ) ⊆ (r− •γ +γ•) and •(β− δ) ⊆ (s− •δ + δ•).
From (r, α) ≈ (s, β) and l(γ) = l(δ) we have l(α− γ) = l(β − δ).

Hence, the multisets of transitions α− γ and β − δ may fire in parallel from
the corresponding material resources and from any bigger markings.

So, our assumption implies that for some marking M ∈ M(P ) and parallel
steps

M + (r − •γ + γ•)
α−γ→ M ′ (1)

and
M + (s− •δ + δ•)

β−δ→ M ′′

holds M ′ 
∼ M ′′.
Consider α and r. From the condition γ ⊆ α we have α = γ + γ′. From the

conditions •α ⊆ r and γ ⊆ α we have

r = •γ + •γ′ + r′. (2)

Applying (2) the step (1) can be rewritten as

M + (r − •γ + γ•) = M + γ• + •γ′ + r′
γ′
→M + γ• + γ′• + r′.

Hence M ′ = M + γ• + γ′• + r′. Similarly we get β = δ + δ′, s = •δ + •δ′ + s′

for some s′ and M ′′ = M + δ• + δ′• + s′.
The generalized resource similarity (r, α) ≈ (s, β) implies

M + r
α→ G′, M + s

β→ G′′,

G′ ∼ G′′. (3)

Applying (2) we can rewrite the firing M + r
α→ G′ as

M + r = M + •γ + •γ′ + r′
γ+γ′
→ G′ = M + γ• + γ′• + r′.

Hence G′ = M ′. Similarly G′′ = M ′′. Therefore, we get contradiction between
(3) and the assumption M ′ 
∼ M ′′. ��

Note that this is not a subtraction since we subtract only the activity com-
ponent. The material component is not subtracted, it is transformed according
to the step properties.

Generalized resource similarity is closed under the addition of a parallel step:

Proposition 4. Let (r, α), (s, β) ∈ Φ(N), γ, δ ∈ M(T ). Then

(r, α) ≈ (s, β) & l(γ) = l(δ) & γ• ⊆ (r − •α) & δ• ⊆ (s− •β) ⇒
⇒ (r − γ• + •γ, α + γ) ≈ (s− δ• + •δ, β + δ).

Proof. Similarly to the proof of proposition 3. ��
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This is also not a real addition. Again, we add only an activity component.
Material component is not added or removed, it is transformed according to the
step properties.

However, we can add both components at once. The generalized resource
similarity is closed under the addition of pairs of resources:

Proposition 5. Let (r, α), (s, β), (u, γ), (v, δ) ∈ Φ(N). Then

(r, α) ≈ (s, β) & (u, γ) ≈ (v, δ) ⇒ (r + u, α + γ) ≈ (s + v, β + δ).

Proof. Assume the converse: (r + u, α + γ) 
≈ (s + v, β + δ).
Reasoning as in the beginning of the proof of proposition 3, the assumption

implies that for some marking M ∈ M(P ) and parallel steps M + r + u
α+γ→ M ′

and M + s + v
β+δ→ M ′′ holds M ′ 
∼ M ′′.

Consider (r, α). Since •α ⊆ r, we have

r
α→ (r − •α + α•).

Denote the multiset of places r − •α + α• by a primed letter r′. Similarly,
denote the postsets of (s, β), (u, γ) and (v, δ) by primed letters s′, u′ and v′ :

r
α→ r′, s

β→ s′, u
γ→ u′, v

δ→ v′.

Obviously, we have M ′ = M + r′ + u′ and M ′′ = M + s′ + v′ and hence the
assumption can be rewritten as:

M + r′ + u′ 
∼M + s′ + v′. (4)

Consider G = M + r′. From (u, γ) ≈ (v, δ) we have

G + u
γ→ G + u′, G + v

δ→ G + v′,

G + u′ ∼ G + v′. (5)

Consider H = M + v′. From (r, α) ≈ (s, β) we have

H + r
α→ H + r′, H + s

β→ H + s′,

H + r′ ∼ H + s′. (6)

Bisimilarities (5) and (6) can be rewritten:

(M + r′) + u′ ∼ (M + r′) + v′, (M + v′) + r′ ∼ (M + v′) + s′.

Since the largest marking bisimulation ∼ is closed under the transitivity and
the addition of multisets is commutative and associative we get

M + r′ + u′ ∼M + s′ + v′,

that contradicts to (4). ��
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Note 1. The generalized resource similarity is not closed under the subtraction of
pairs of resources. In particular, the subtraction may affect the well-foundedness
of a resource.

From proposition 5 we get

Corollary 1. The generalized resource similarity is a congruence.

It was proved by L. Redei [7] that every congruence on the set of vectors
Natk is generated by a finite set of pairs. Later P. Jančar [6] and J. Hirshfeld [5]
presented a shorter proof and also showed that every congruence on Natk is a
semilinear relation (modulo coordinate-wise addition), i. e. it is a finite union of
linear sets.

Since the set of generalized resources Φ(N) can be considered as a subset of
Natk with k = |P |+ |T |, and the multiset addition coincides with the coordinate-
wise vector addition, we immediately have

Corollary 2. The generalized resource similarity is semilinear.

Here we propose a description of a simple finite basis for ≈ (not semilinear).
Consider a finite set P and a congruence B over a set M(P )×M(P ) of

pairs of finite multisets over P. Since B is a congruence, there must be a finite
representation of B ([7]).

It was proved [3], that a finite basis of B can be described as follows.
Define a partial order  on the set B ⊆M(P )×M(P ) of pairs of multisets:

for “loop” pairs let
(r1, r1)  (r2, r2)

def⇔ r1 ⊆ r2;

for “non-loop” pairs “loop” and nonintersecting addend components are compa-
red separately

(r1 + o1, r1 + o′1)  (r2 + o2, r2 + o′2)
def⇔

def⇔ o1 ∩ o′1 = ∅ & o2 ∩ o′2 = ∅ & r1 ⊆ r2 & o1 ⊆ o2 & o′1 ⊆ o′2.

Note that by this definition reflexive and non-reflexive pairs are incompara-
ble.

Let Bs denote the set of all minimal (w.r.t.  ) elements of B. Since  is a
well-quasi-ordering Bs is finite. We call Bs the ground basis of B.

Let BAT denote the closure of the relation B under the transitivity and the
addition of pairs of multisets.

Theorem 1. [3] Let B ⊆M(P )×M(P ) be a symmetric and reflexive relation.
Then (Bs)AT = BAT and Bs is finite.

It is easy to see that for any congruence B we have BAT = B. So, it is
sufficient to deal only with this ground basis.

But in the case of generalized resources the pair (r, α) ≈ (s, β) is constituted
of four distinguished multisets. Moreover, the material and the activity parts are
bounded by the requirement •α ⊆ r. However, the approach still works.
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Define a partial order  on the set R ⊆ Φ(N)×Φ(N) of pairs of generalized
resources as a “lifting” of the case M(P )×M(P ) :(

(r, α), (s, β)
)
 
(
(u, γ), (v, δ)

)
def⇔ (r, s)  (u, v) & (α, β)  (γ, δ).

Similarly, let Rs denote the set of all minimal (w.r.t.  ) elements of R and
is called the ground basis of R.

So, we compare the material component and the activity components of re-
sources separately. This can be argued by the fact that the operation of a gen-
eralized resource addition, introduced in the statement of proposition 5, also
distinguishes them.

Theorem 2. Let R ⊆ Φ(N)×Φ(N) be a symmetric and reflexive relation. Then
(Rs)AT = RAT and Rs is finite.

The proof is long and technical and is omitted here.

Note 2. The complete relation R is constructed from it’s finite ground basis not
only with the addition, but also with the transitive closure. It is easy to give an
example of a relation that can be generated only by infinitely many transitive
closures of it’s ground basis. Hence, this basis is not semilinear.

Corollary 3. The generalized resource similarity is generated by a finite ground
basis.

5 Material and Activity Resources

There are two particularly interesting sorts of generalized resources.

Definition 3. A generalized resource of the form (r, ∅) is called a material re-
source.

A generalized resource of the form (•α, α) is called an activity resource.

Considering only pairs of similar material resources we obtain an important
equivalence relation — a material resource similarity.

The material resource similarity coincides with the resource similarity, inves-
tigated in [3].

Definition 4. [3] Let N = (P, T, F, l) be a labelled Petri net. A resource r ∈
M(P ) in a Petri net N = (P, T, F, l) is a multiset over the set of places P .

Resources r, s ∈ M(P ) are called similar (denoted by r ≈ s) iff for every
resource m ∈ M(P ) we have m + r ∼ m + s.

The notion of a generalized resource similarity is a generalization of the notion
of a resource similarity, that takes into account not only places (materials), but
also transitions (activities).

It is easy to see that a resource similarity forms a distinguished subset of a
generalized resource similarity:
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Proposition 6. Let r, s ∈ M(P ). Then

r ≈ s ⇔ (r, ∅) ≈ (s, ∅).
Proof. From the definitions. ��
So, the set of all pairs of similar material resources coincides with the set of
all pairs of similar resources (modulo notation). All properties of the resource
similarity hold for the material resource similarity. In particular,

Corollary 4. The material resource similarity is an equivalence relation, closed
under the addition.

It was proved in [3] that the resource similarity is undecidable for labelled Petri
nets. Since the basis of the material resource similarity can be easily constructed
from the ground basis of the complete generalized resource similarity, we get

Corollary 5. The generalized resource similarity is undecidable for labelled Pet-
ri nets.

Note 3. So, the generalized resource similarity is not computable in general.
However, for a resource similarity there exist important subsets called resource
bisimulations [3]. The problem whether the largest (w.r.t. inclusion) resource
bisimulation is a proper subset of the resource similarity is still open. More
likely they coincide.

On the other hand, the largest resource bisimulation can be constructively
approximated. Hence it seems that it is very promising to look for some analogue
in the case of generalized resources.

Considering only pairs of similar activity resources we obtain an activity re-
source similarity. It is not as rich as material one. More precisely, it is generated
by a special subset of a material resource similarity:

Proposition 7. Let α, β ∈M(T ). Then

(•α, α) ≈ (•β, β) ⇔ (α•, ∅) ≈ (β•, ∅).

Proof.
(⇒) From proposition 3.
(⇐) From proposition 4. ��

This is quite natural — we can exchange “tools” without additional require-
ments if and only if they are “completely” similar i. e. produce equivalent ma-
terial resources.

6 Example

In this section we describe a toy example which demonstrates some possible
applications of similarity relation.
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Fig. 4. Adaptive request processing

Consider a model of a request processing system shown in Fig. 4. It may be
an organization, a web service or a computational device. The system consists of
three separate modules (departments, servers or processors). Each of them can
handle it’s own type of request. The overall processing is different for different
types of requests but, however, some of operations are identical. Specifically,
there are ”a” and ”b” units in every module. So we want to know how this
similarity may be used for adaptive processing: exchanging requests (resources)
between subsystems for load balancing and exception handling. Of course, the
replacement must not damage the overall system’s behaviour.

The similarity of generalized resources offers a good opportunity for this. In
the presented system we can find a number of similar resources.

The material resource similarity provides a nice set of rules for load balancing.
For example, using the rule (q2, ∅) ≈ (p1 + p2, ∅) one can decrease the load of
subsystem 2 (at the cost of increasing the load of subsystem 1) by removing a
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token from q2 and adding tokens to p1 and p2. (For simplicity we do not examine
here in details the technical process of request transferring.)

The load balancing is basically imposed by some external events or reasons
(load manager etc.). The exception handling is necessary for dealing with internal
problems of the system. Consider a situation where subsystem 3 crushes during
the execution of the task v1 (or is executing it for an unacceptably long time
while other – maybe more powerful – subsystems are standing idle). In this
case the similarity rule (r1, v1) ≈ (p1 + p2, t1) ≈ (q2, u2) permits us to transfer
all the incoming data from Sub 3 to another subsystem (Sub 1 or Sub 2) and
then (transparently for the end user) restart the task. Note that this is not a
”traditional” rollback, since we remember not only the state (marking) of the
system but also the set of chosen activities.

Actually, one can exchange resources and activities not only because of fail-
ures. For example, the activity resource similarity (p1, t1) ≈ (q4, u5) displays the
possibility to remove one of these activities from the system (permanently or
during a hot-swap manipulations).

7 Conclusion

In this paper we presented a notion of generalized resource and a relation of
generalized resource similarity, which allows to exposure behavioural equivalence
between complex resources of a system. These aggregate resources contain both
statical elements (tokens) and dynamical events (transition firings). Hence the
relation of generalized resource similarity can express a wide range of properties
of system components and behaviour.
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Abstract. Event structures have come to play an important role in the
formal study of the behaviour of distributed systems. The advantage
of event structures is that they explicitly exhibit the interplay between
concurrency and nondeterminism. In [14], it has been shown that event
structures are closely related to Scott domains. The intention of the
paper is to extend Winskel’s approach to a real-time version of event
structures, obtaining a coreflection between categories of the models.

1 Introduction

Category theory has been used to structure the seemingly confusing world of
models for concurrency — see [15] for a survey. The general idea is to formalise
that one model is more expressive than another in terms of an ‘embedding’, most
often taking the form of a coreflection, i.e. an adjunction in which the unit is an
isomorphism.

Event structures have come to play an important role in the formal study of
the behaviour of distributed systems. The advantage of event structures is that
they explicitly exhibit the interplay between concurrency and nondeterminism.
Event structures essentially model processes as sets of events constrained by re-
lations of causal dependency and conflict. On one hand, event structures consist
of relations on events and bear a close relationship to Petri nets. On the other
hand, configurations or states of an event structure naturally reflect information
about which events have occurred and determine a Scott domain of informa-
tion [2]. Thus, dual nature event structures stand as an intermediary between
the theories of Petri nets and denotational semantics, sharing ideas with both.
The facts have been shown by obtaining coreflections between categories of the
models (see [5,11,14] among others).

Recently, the demand for correctness analysis of real-time systems, i.e. sys-
tems whose descriptions involve a quantitative notion of time, increases rapidly.
Much of the theory of untimed systems have been lifted to real-time setting.
Timed extensions of interleaving models have been investigated thoroughly in
the last ten years (see, for instance, [1,6]). On the other hand, the incorpora-
tion of quantitative information into noninterleaving models has received scant
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attention: a few extensions are known of pomsets [4], configurations [12], asyn-
chronous transition systems [3,9], net processes [8], and event structures [7,9].
More recently, the close relationships between probabilistic event structures and
domains has been established in [13].

This paper follows the seminal work of Winskel [14], where prime event struc-
tures are categorically related to Scott domains via a coreflection (a particularly
nice form of an adjunction). We extend Winskel’s approach to real-time event
structures and a specially developed class of Scott domains (marked domains),
obtaining a coreflection between categories of the models.

The rest of the paper is organised as follows. The concepts of marked Scott
domains and real-time event structures are developed in sections 2 and 3, re-
spectively. In Section 4, categorical characterisation of the relationship between
the models are treated.

2 Scott Domains

In this section we provide notions and notations related to Scott domains. First,
recall some notions and notations concerning partial orders from [14].

Let (D, ) be a partial order, d ∈ D and X ⊆ D. Then,

– d↑ = {d′ ∈ | d  d′} is called the upper cone of d,
– d↓ = {d′ ∈ | d′  d} is called the lower cone of d,
– X is said to be compatible (written Cmp(X)) iff X has an upper bound.

We shall denote the least upper bound (written lub) (greatest lower bound
(written glb)), if it exists, as

⊔
X (

�
X , respectively),

– X is said to be finitely compatible (written Cmpfin(X)), iff every finite subset
Y ⊆fin X has an upper bound,

– X is said to be directed iff all its finite subsets X0 ⊆fin X have upper bounds
in X (so X is finitely compatible and cannot be empty). An element e ∈ D
is said to be finite iff for all directed sets X ⊆ D, if e  

⊔
X then e  x for

some x ∈ X ,
– D is consistently complete iff every finitely compatible subset X ⊆ D has

a least upper bound
⊔

X (thus, D has the least element ⊥ =
⊔

∅). A
consistently complete partial order is algebraic iff for every element d ∈ D
holds: d =

⊔
{e  d | e is finite}.

We call a consistently complete algebraic partial order a Scott domain (or
simply a domain). A finitary Scott domain is one in which every finite element
e dominates only a finite number of elements, i.e. {d′ ∈ D | d′  e} is finite.

Let (D, ) be a consistently complete partial order. A (complete) prime of D
is an element p ∈ D s.t. for any compatible set X ⊆ D holds: p  

⊔
X ⇒ ∃x ∈

X � p  x. Let P be the set of prime elements. D is a prime algebraic domain iff
for every d ∈ D holds: d =

⊔
{p  d | p ∈ P}. Thus, a prime algebraic domain is

a Scott domain with a special kind of sub-basis.
Let (D, ) be a prime algebraic Scott domain and d, d′ ∈ D. Say d is covered

by d′ iff d ≺ d′, where ≺= \  2. A prime interval is a pair [d, d′] such that
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d ≺ d′. In the following, we shall use I(D) to indicate the set of prime intervals of
D. Given two prime intervals [c, c′], [d, d′] ∈ I(D) define [c, c′] � [d, d′] ⇐⇒ c =
c′ � d ∧ d′ = c′ � d. Define the equivalence relation ∼ as a symmetric, transitive
closure of the relation �. A covering chain for an element d ∈ D, denoted σ(d),
is a (possibly infinite) sequence: ⊥ = d0 ≺ d1 ≺ . . . ≺ dn ≺ . . . s.t.

⊔
{dj} = d.

Let (D0, 0) and (D1, 1) be partial orders and f be a mapping f : D0 →
D1. Say f is additive iff ∀X ⊆ D0 � Cmp(X) ⇒ f(

⊔
X) =

⊔
fX, stable iff

∀X ⊆ D0 � X 
= ∅ ∧ Cmp(X) ⇒ f(
�

X) =
�

fX , ≺-preserving iff ∀x, x′ ∈
D0 � x ≺ x′ ⇒ f(x) ≺ f(x′).

Prime algebraic finitary Scott domains with additive, stable and≺-preserving
mappings constitute the category Dom.

In the following, for a category C we shall use |C| to indicate the class of
objects of C and for arbitrary objects A, B ∈ |C| we shall use C(A, B) to indicate
the set of morphisms from A to B.

Next, the notion of marked domains is developed.

Definition 1. Let D ∈ |Dom| be a prime-algebraic finitary Scott domain. A
mapping m : I(D) → {0, 1} is called a marking. A pair (D, m) is called a
marked domain.

A marked domain (D, m) is called correctly marked iff m respects the ∼
relation, i.e [c, c′] ∼ [d, d′] ⇒ m([c, c′]) = m([d, d′]). In the following, we shall
consider only correctly marked domains and call them simply marked domains.

Further, we need to define auxiliary notions and notations. Let MD =
(D, m) be a marked domain. For an element d ∈ D, define its norm ‖d‖ =∑

dj∈σ(d)\{d} m([dj−1, dj ]) ∈ Ñ, where Ñ = N∪{ω} (N is the set of natural num-
bers and ω > n for any n ∈ N). Note that since m respects the ∼ relation, ‖d‖
does not depend on the choice of a covering chain for d and thus is well defined.
Calculate the norm of MD as follows: ‖MD‖ = max{‖d‖ | d ∈ D}.

Define the following relations: d ≺i d′ ⇐⇒ d ≺ d′∧m([d, d′]) = i for i = 0, 1.
Form the relation  i as a reflexive, transitive closure of ≺i (i = 0, 1). For an
element d ∈ D, define d↑i = {d′ ∈ D | d  i d′} (the i-marked upper cone of d).

Say that a marked domain MD = (D, m) is

– linear iff for any d ∈ D holds d↑1 ∼= {n ∈ Ñ | ‖d‖ � n � ‖MD‖} and for any
d, d′ ∈ D holds d↑1 ∩ d′↑1 
= ∅ ⇐⇒ (d  i d′ ∧ d′  i d),

– proper iff the set P of prime elements is partitioned into two sets sets P 0

and P 1 such that: P 0 = {p ∈ P | m([dp, p]) = 0}, where dp =
⊔

(p↓, \{p}),
and P 1 = ⊥↑1 \ {⊥}.

Let (D0, m0) and (D1, m1) be marked domains and f ∈ Dom(D0, D1) be a
morphism. Then f is called marking-preserving iff m0([d, d′]) = m1([f(d), f(d′)])
for any [d, d′] ∈ I(D0)

Linear and proper marked domains with marking-preserving morphisms form
the category MDom.
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3 Real-Time Event Structures

In this section, we introduce a real-time extension of Winskel’s model of prime
event structures [14] by equipping events with time delays.

We first recall the terminology concerning event structures. An event struc-
ture is a partially ordered set of event occurrences together with a symmetric
conflict relation. The ordering relation models causality, whereas the conflict re-
lation expresses alternative choices between events. Two event occurrences that
are neither comparable nor in conflict, may occur concurrently. In this sense,
event structures provide explicit and separate representations of causality, choice
and concurrency.

An event structure is a tuple S = (E, �,#), where E is a set of events; � ⊆
E×E is a partial order (the causality relation), satisfying the principle of finite
causes: ∀e ∈ E � e↓ is finite; # ⊆ E × E is a symmetric and irreflexive relation
(the conflict relation), satisfying the principle of conflict heredity: ∀e, e′, e′′ ∈
E � e # e′ � e′′ ⇒ e #e′′. Let C ⊆ E. Then, C is left-closed iff ∀e, e′ ∈
E � e ∈ C ∧ e′ � e⇒ e′ ∈ C; C is conflict-free iff ∀e, e′ ∈ C � ¬(e # e′); C is a
configuration of S iff C is left-closed and conflict-free. Let Conf(S) denote the set
of all configurations of S. For C ∈ Conf(S) define En(C) = {e ∈ E\C | C∪{e} ∈
Conf(S)} (the set of events enabled at C). For a set E′ ⊆ E define a restriction
of S to E′ as follows: S�E′ = (E′, � ∩(E′ × E′), # ∩ (E′ × E′)).

For event structures S0 = (E0, �0, #0) and S1 = (E1, �1, #1), a total map-
ping θ : E0 → E1 is called a morphism from S0 to S1 if ∀C ∈ Conf(S0) � f(C) ∈
Conf(S1) ∧ ∀e, e′ ∈ C � θ(e) = θ(e′) ⇒ e = e′. Prime event structures with
morphisms constitute the category PES.

We are now ready to introduce the concept of real-time event structures. In
our model, we add time constraints to event structures by associating their events
with time delays w.r.t. a global clock. Furthermore, all events are non-urgent, i.e.
they are allowed but not forced to occur once they are ready (their causal prede-
cessors have occurred and their time delays are respected). Moreover, the occur-
rence of an enabled event itself takes no time. A real-time event structure always
proceeds in two ways — by occurring an event or by letting a certain amount of
time pass. (See, for instance, [3,7,12] for more explanation of the concepts).

Definition 2. A real-time event structure is a tuple (S = (E, �, #), D), where
S is a prime event structure and D : E → N is a timing function s.t. e � e′ ⇒
D(e) � D(e′).

In a graphic representation of a real-time event structure, delays are drawn
near events. The <-relations are depicted by arcs (omitting those derivable by
transitivity), and conflicts are also drawn (omitting those derivable by conflict
heredity).

e0
� e1

e2

#

0 1

1

TS :
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Example 1. Following the conventions, a trivial example of a real-time event
structure is shown in Fig. 1.

A state of an execution of a real-time event structure TS = (S = (E, �,
#), D) is called a timed configuration (C, t), which consists of a configuration
C ∈ Conf(S) and t ∈ Ñ, representing current value of a global clock. The initial
timed configuration of TS is (∅, 0).

A real-time event structure progresses through a sequence of states in two
ways: by occurring an event whose time delay is respected or by incrementing a
global clock. Let TC0 = (C0, t0) and TC1 = (C1, t1) be timed configurations. An
event e ∈ En(C0) may occur at a timed configuration TC0 iff C0∪{e} ∈ Conf(S)
and D(e) � t0. In this case, an occurrence of an event e leads to the timed con-
figuration TC1 (denoted TC0 −→0 TC1) iff C1 \ C0 = {e} and t0 = t1. The
value of a global clock can be incremented at a timed configuration TC0 iff
t < sup{D(e) | e ∈ E}. In this case the increment of a global clock leads to the
timed configuration TC1 (denoted TC0 −→1 TC1) iff C0 = C1 and t1 = t0 + 1.
The timed configuration TC0 is reachable if either TC0 = (∅, 0) or there exists a
reachable timed configuration TC1 such that TC1 −→0 TC0 or TC1 −→1 TC0.
We use TConf(TS) to denote the set of all reachable timed configurations of TS.

(∅, 0)

(∅, 1)
�

({e0}, 0)

({e0}, 1)

�

�

� � ({e0, e1}, 1)

({e2}, 1) � ({e1, e2}, 1)

�
��

�
��

11

0

0

0
0

0

0

Fig. 2

Example 2. To illustrate the concept of timed configurations, the set of timed
configurations of the real-time event structure TS shown in Fig. 1 is depicted
in Fig. 2. Here, arcs marked with 0 and 1 denote the relations −→0 and −→1,
respectively.

For real-time event structures TS0 = (S0 = (E0, �0, #0), D0) and TS1 =
(S1 = (E1, �1, #1), D1), a total mapping θ : E0 → E1 is called a morphism from
TS0 to TS1 iff θ is a morphism from S0 to S1 and θ respects event delays, i.e.
for every e ∈ E0 holds: D0(e) � D1 ◦ θ(e).

Real-time event structures with morphisms form the category TPES.

4 Relating the Models

In this section we relate real-time event structures and marked Scott do-
mains in a categorical setting. For this purpose, the definitions of two functors
T Pr : MDom → TPES and T L : TPES → MDom are developed. Note, we
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follow the paper [14], where the category PES of prime event structures and the
category Dom of Scott domains are related by the functors Pr : Dom→ PES
and L : PES→ Dom.

First, define the functor T L : TPES→MDom.

Definition 3. For a real-time event structure TS ∈ |TPES|, define T L(TS) =
(TConf(TS), mTS), where the marking mTS is uniquely defined by the relations
−→0 and −→1. For a morphism θ ∈ TPES(TS0, TS1), define T L(θ) as a map-
ping (C, t) $→ (θ(C), t) from TConf(TS0) to TConf(TS1).

The following proposition establishes a property of the mapping T L.

Proposition 1. For a real-time event structure TS, T L(TS) is a linear and
proper marked domain. Moreover, T L : TPES→ TSDom is a functor.

Next, define the functor T Pr : MDom→ TPES, extending the functor Pr
from [14] in the following manner.

Definition 4. For a marked domain (D, m) ∈ |MDom|, define T Pr(D, m) =
(S�P 0, ‖·‖) with S = Pr(D). For a morphism f ∈ MDom(MD0, MD1), define
T Pr(f) = Pr(f)�P 0

0 .

Proposition 2. T Pr : TSDom→ TPES is a functor.

Proof. The only non-trivial part of the proof is to show that T Pr(f) respects
time delays for any morphism f ∈ TSDom(TSD0, TDS1). It is straightforward
due to the definition of Pr(f) from [14] and the fact that f preserves markings
and covering chains (hence, preserves the norms).

Theorem 1. T Pr and T L constitute a coreflection from TSDom to TPES.

Proof (sketch). Suppose MD = (D, m) ∈ |MDom| to be a marked domain.
Consider a mapping ηMD : D → TConf(T Pr(MD)) defined as follows: ηMD :
d $→ (d↓∩P 0, ‖d‖) for every d ∈ D. It is easy to show that ηMD is an isomorphism
in MDom.

Similarly, for any real-time event structure TS ∈ |TSPES| there exists an
isomorphism μTS : TS → T Pr ◦ T L(TS) defined as μTS : e $→ (e↓, D(e)).
Moreover, it is easy to show that T L(μTS) = ηT L(TS).

Due to [10, Theorem 2, pg. 81], it is sufficient to show that for any MD ∈
|MDom| the isomorphism ηMD is universal, i.e. for any real-time event struc-
ture TS and any morphism f ∈ MDom(MD, T L(TS)) there exists a unique
morphism θ ∈ TSPES(T Pr(MD), TS) such that f = T L(θ) ◦ ηMD. In [14] one
can find the definition of the isomorphism ϕD : D → L ◦ Pr(D) for any domain
D ∈ Dom, which is universal in the above-mentioned sense.

Using the fact that D is a prime algebraic finitary domain for every marked
domain MD = (D, m) ∈ |MDom|, there is an isomorphism κMD ∈ Dom(
TConf(T Pr(MD)), L ◦ Pr(D)) defined as κMD = ϕD ◦ η−1

MD.
Since ϕD is universal, there exists a unique morphism θ′ ∈ PES(Pr(D),

Pr(TConf(TS))) s.t. ϕTConf(TS) ◦ f = L(θ′) ◦ ϕD. Define θ = μ−1
TS ◦ (θ′�P 0).

Note that θ is unique because θ′ is unique and μ−1
TS is an isomorphism.
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It is easy to show that θ ∈ TPES(T Pr(MD), TS) and T L(θ) = ϕ−1
TConf(TS)◦

L(θ′) ◦ κMD. Thus, we have f = T L(θ) ◦ ηMD.

5 Conclusions

In this paper, following Winskel’s approach [14] we tried to relate a real-time
prime event structures and Scott domains obtaining coreflections between cate-
gories of the models.

In a future work, we plan to extend the results to real-time generalisations of
different classes of event structures. Some investigation on establishing the re-
lationships between semantical representations (e.g., net processes, event struc-
tures, etc.) of the behaviour of timed Petri nets are now under way, and we plan
to report on this work elsewhere.
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Abstract. The k-set agreement problem is a generalization of the consensus
problem: each process proposes a value, and each non-faulty process has to de-
cide a value such that a decided value is a proposed value, and no more than k
different values are decided.

This paper presents a surprisingly simple protocol that solves the k-set agree-
ment problem in synchronous systems prone to up to t < n processes can crash
(where n is the total number of processes). The proposed protocol is the first
early stopping k-set agreement protocol that does not impose a constraint on t. It
allows the processes to decide and stop by min(�f/k� + 2, �t/k� + 1) rounds
where f is the number of actual crashes (0 ≤ f ≤ t). In addition to its concep-
tual simplicity, the protocol has an additional noteworthy feature, namely, it is
particularly efficient in common case scenarios. This comes from the fact that it
is based on a mechanism that allows the processes to take into account the actual
pattern of failures and not only their number, thereby allowing the processes to
decide in much less than �f/k� + 2 rounds in a lot of cases.

Keywords: Crash failure, Efficiency, k-set agreement, Message passing system,
Round-based computation, Synchronous system, Uniform consensus.

1 Introduction

Context of the paper The k-set agreement problem generalizes the uniform consensus
problem (that corresponds to the case k = 1). It has been introduced by S. Chaudhuri
to investigate how the number of choices (k) allowed to the processes is related to the
maximum number (t) of processes that can crash [5]. The problem can be defined as
follows. Each of the n processes (processors) defining the system starts with a value
(called a “proposed” value). Each process that does not crash has to decide a value
(termination), in such a way that a decided value is a proposed value (validity) and no
more than k different values are decided (agreement).

When we consider asynchronous systems, the problem can trivially be solved when
k > t. Differently, it has been shown that there is no solution in these systems as soon as
k ≤ t [3,13,19]. (The asynchronous consensus impossibility, case k = 1, was demon-
strated before, using different techniques [9]1). Several approaches have been proposed

1 The impossibility to solve consensus in asynchronous systems is usually named “FLP result”
according to the names of its authors [9].

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 49–58, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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to circumvent the impossibility to solve the k-set agreement problem in asynchronous
systems (e.g., probabilistic protocols [17], or unreliable failure detectors with limited
scope accuracy [12,16]).

The situation is different in synchronous systems where the k-set agreement prob-
lem can always be solved, whatever the value of t (and k). It has also been shown that,
in the worst case, the lower bound on the number of rounds (time complexity measured
in communication steps) is %t/k&+1 [6]. (This bound generalizes the t+1 lower bound
associated with the consensus problem [1,2,8,15].)

Although failures do occur, they are rare in practice. For the uniform consensus
problem (k = 1), this observation has motivated the design of early deciding syn-
chronous protocols [4,7,14,18], i.e., protocols that can cope with up to t process crashes,
but decide in less than t+1 rounds in favorable circumstances (when there are few fail-
ures). More precisely, these protocols allow the processes to decide in min(f +2, t+1)
rounds, where f is the number of processes that crash during a run, 0 ≤ f ≤ t, which
has been shown to be optimal (the worst scenario being when there is exactly one crash
per round).

In a very interesting way, it has very recently been shown that the early deciding
lower bound for the k-set agreement problem is min(%f/k&+ 2, %t/k&+ 1) [10]. This
lower bound, not only generalizes the corresponding uniform consensus lower bound,
but also shows an “inescapable tradeoff” among the number t of faults tolerated, the
number f of actual faults, the degree k of coordination we want to achieve, and the
best running time achievable. It is also important to notice that, when compared to
consensus, k-set agreement divides the running time by k (e.g., allowing two values to
be decided halves the running time).

Related work. While there exist several not-early deciding k-set agreement protocols
[2,6,15] (i.e., protocols that always terminate in %t/k& + 1 rounds), to our knowledge
only one early deciding k-set agreement protocol has been proposed [11]. This protocol
assumes t < n−k, which means that, contrarily to what we could “normally” hope, the
maximum number t of processes that can crash decreases when the coordination degree
k increases.

Content of the paper. We propose here a protocol that does not impose a constraint on
t (it assumes only t < n, i.e., at least one process has to be correct for the problem
to be meaningful). Moreover, differently from uniform consensus protocols where a
correct process that decides in a round is required to halt only in the next round, the
proposed protocol allows a process to decide and halt in the very same round. This
means that, instead of the “early deciding” property, the protocol provides the stronger
“early stopping” property in min(%f/k&+ 2, %t/k&+ 1).

The proposed protocol enjoys two noteworthy features. The first lies in its design
simplicity (that is a first class property). Interestingly, when we take k = 1, we obtain
a uniform consensus protocol simpler than some already proposed uniform consensus
protocols (with a more general proof, based on a totally different approach). The second
feature lies in its two dimensional efficiency. The first dimension concerns the size of
the messages: they contain only one bit plus one proposed value. The second dimension
is a “very quick decision” property, namely, except in extreme cases where the crashes
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are evenly distributed in the rounds, the processes decide and stop in much less than
%f/k& + 2 rounds. The achievement of this first class efficiency property is provided
by the introduction of a very simple mechanism that allows a process to count the
number of processes that, from its point of view, have crashed during the last round,
whatever the number of previous crashes. This differential approach allows a process
to take into account the failure pattern and not only the number of failures that occur.
If, during the very first rounds, there are either few crashes or a lot of crashes, the
protocol terminates very quickly. As an example, the protocol stops after only three
rounds when xk (∀ x > 1) processes have crashed before the protocol starts, and less
than k processes crash thereafter. The %f/k& + 2 lower bound is attained only in the
worst scenarios where there are k crashes per round. The proposed protocol is the first
k-set agreement protocol enjoying this “very quick decision” property.

Roadmap. The paper consists 4 of parts. Section 2 presents the computation model
and gives a definition of the k-set agreement problem. Section 3 presents the protocol
and proves it is correct. Finally Section 4 discusses the local predicate used by bthe
processes to early decide and stop.

2 Computation Model and k-Set Agreement

2.1 Round-Based Synchronous System

The system model consists of a finite set of processes, namely, Π = {p1, . . . , pn}, that
communicate and synchronize by sending and receiving messages through channels.
Every pair of processes pi and pj is connected by a channel denoted (pi, pj).

The system is synchronous. This means that each of its executions consists of a
sequence of rounds. Those are identified by the successive integers 1, 2, etc. For the
processes, the current round number appears as a global variable r that they can read,
and whose progress is managed by the underlying system. A round is made up of three
consecutive phases:

– A send phase in which each process sends messages.
– A receive phase in which each process receives messages.

The fundamental property of the synchronous model lies in the fact that a message
sent by a process pi to a process pj at round r, is received by pj at the same round r.

– A computation phase during which each process processes the messages it re-
ceived during that round and executes local computation.

The underlying communication system is assumed to be failure-free: there is no cre-
ation, alteration, loss or duplication of message.

2.2 Process Failure Model

A process is faulty during an execution if its behavior deviates from that prescribed by
its protocol, otherwise it is correct. As already indicated, t is an upper bound on the
number of faulty processes. A failure model defines how a faulty process can deviate
from its protocol.
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We consider here the crash failure model. A faulty process stops its execution pre-
maturely. After it has crashed, a process does nothing. Let us observe that if a process
crashes in the middle of a sending phase, only a subset of the messages it was supposed
to send might actually be sent. As already indicated, t denotes the upper bound on the
number of processes that can crash, while f denotes the number of actual crashes during
a particular run. We have 0 ≤ f ≤ t < n.

2.3 The k-Set Agreement Problem

The problem has been informally stated in the Introduction: every process pi proposes
a value vi and each correct process has to decide on a value in relation to the set of pro-
posed values. More precisely, the k-set agreement problem is defined by the following
three properties:

– Termination: Every correct process eventually decides.
– Validity: If a process decides v, then v was proposed by some process.
– Agreement: No more than k different values are decided.

As we can see 1-set agreement is the uniform consensus problem. In the following,
we implicitly assume k ≤ t. This is because k-set agreement can trivially be solved
in synchronous or asynchronous systems when t < k [5]. A one communication step
protocol is as follows: (1) k processes are arbitrarily selected prior the execution; (2)
each of these k processes sends its value to all processes; (3) a process decides the first
value it receives.

3 A k-Set Agreement Protocol

This section describes a k-set agreement protocol that allows the correct processes to
decided by round min(%f/k& + 2, %t/k& + 1), for t < n. The protocol relies on a
simple mechanism that allows a process to learn that it knows one of k smallest values
currently present in the system.

3.1 Protocol Description

A process pi invokes the k-set protocol by calling the function k-set agreement (vi)
where vi is the value it proposes (Figure 1). If it does not crash, pi terminates when it
executes return (esti) at line 4 (early stopping) or line 11, where esti is the value it
decides.

The value decided by a process pi is the smallest proposed value it has ever seen.
That value is kept in the local variable esti. The well-known “flooding strategy” (a basic
technique encountered in nearly all agreement protocols [2,15,18]) is used to allow the
processes to improve their knowledge on the smallest proposed values, namely, during
each round, every active process sends the current value of esti to all the processes.
The achievement of the early stopping property is based on the following idea. Let
UP [r − 1 ] be the set of processes not crashed by the end of round r − 1, and Ri[r] be
the set of processes from which pi has received messages during round r. Although pi
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Function k-set agreement (vi)

(1) esti ← vi; nbi[0] ← n; can deci ← false;
(2) when r = 1, 2, . . . , �t/k� + 1 do % r: round number %
(3) begin round
(4) send (esti, can decidei) to all; % including pi itself %
(5) if can decidei then return (esti) end if;
(6) let nbi[r] = number of messages received by pi during r;
(7) let decidei = ∨ on the set of can decidej boolean values received during r;
(8) esti ← min({estj values received during the current round r});
(9) if

(
(nbi[r − 1] − nbi[r] < k) ∨ decidei

)
then can decidei ← true end if

(10) end round;
(11) return (esti)

Fig. 1. Early stopping synchronous k-set agreement: code for pi (t < n)

has no means to known the exact value of UP [r − 1 ] in the general case, as process
crashes are stable we always have Ri[r] ⊆ UP [r − 1 ] ⊆ Ri[r − 1]. More, in the
particular case where Ri[r − 1] = Ri[r], pi has received a message from each process
pj ∈ UP [r − 1 ], i.e., from all the processes that were active at the beginning of r. It can
then correctly conclude that it knows the smallest value among the values still present
in the system at the beginning of r. Let us observe that, as the failure model is the crash
model and a process pi sends at most one message per round to each other process,
we can use, instead of Ri[r], a local variable nbi[r] counting the number of processes
from which pi has received a message during r. The predicate Ri[r − 1] = Ri[r] then
becomes nbi[r − 1]− nbi[r] = 0.

As we are interested in solving k-set agreement, it is not necessary for pi to know
the smallest value present in the system, it is sufficient for it to known one amongst the
k smallest values present in the system. This knowledge can be obtained by weakening
the locally evaluable predicate nbi[r − 1] − nbi[r] = 0 into nbi[r − 1] − nbi[r] < k.
This weakening is due to the following observation. When nbi[r − 1]− nbi[r] < k, pi

knows that it misses values from at most k − 1 processes in the system. In the worst
case these k − 1 missing values are smaller than the value of esti at the end of r, from
which we conclude that, at the end of r, the value of its current estimate esti is one of
the k smallest values present in the system.

Unfortunately, the local predicate nbi[r−1]−nbi[r] < k is not powerful enough to
allow pi to conclude that the other processes know it has one of the k smallest values.
Consequently, pi cannot decide and stop immediately. To be more explicit, let us con-
sider the case where pi has (not any of the k smallest values but) the smallest value v in
the system, is the only process that knows v, decides it at the end of r and then crashes
by the end of r. The other processes can then decide k other values as v is no longer is
the system from round r+1. An easy way to fix this problem consists in requiring pi to
proceed to r + 1 before deciding (this is similar to the way used to guarantee uniform
agreement in consensus protocols). When nbi[r − 1] − nbi[r| < k becomes true, pi

sets a boolean (can decidei) to true and proceeds to the next round r + 1. As, before
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deciding at line 4 of r +1, pi has first sent the pair (esti, can decidei) to all processes,
any process pj active during r + 1 not only knows v but, as can decidei is true, knows
also that v is one of k smallest values present in the system during r + 1.

3.2 Proof of the Protocol

Lemma 1. [Validity] A decided value is a proposed value.

Proof. The proof of the validity consists in showing that an esti local variable always
contains a proposed variable. This is initially true (round r = 0). Then, a simple induc-
tion reasoning proves the property: assuming the property is true at a round r ≥ 1, it
follows from the protocol code (lines 4 and 8), and the fact that a process receives at
least the value it has sent, that the property remains true at round r + 1. �Lemma 1

Lemma 2. [Termination] Every correct process decides.

Proof. The proof is an immediate consequence of the fact that a process executes at
most %t/k& + 1 rounds and the computation model is the synchronous round-based
computation model. �Lemma 2

Lemma 3. [Agreement] No more than k different values are decided.

Proof. Let EST [0] be the set of proposed values, and EST [r] the set of esti values of
the processes that decide during r or proceed to r + 1 (r ≥ 1). We first state and prove
three claims.

Claim C1. ∀r ≥ 0: EST [r + 1] ⊆ EST [r].
Proof of the claim. The claim follows directly from the fact that, during a round, the
new value of an esti variable computed by a process is the smallest of the estj values
it has received. So values can only disappear, due to the minimum function used at line
8 or to process crashes. End of the proof of the claim C1.

Claim C2. Let pi be a process such that can decidei is set to true at the end of r. Then
esti is one of the k smallest values in EST [r].
Proof of the claim. Let v be the value of esti at the end of r (v ∈ EST [r]). If
can decidei is set to true at the end of r, nbi[r − 1] − nbi[r] < k is satisfied or pi

has received a message carrying a pair (v1, true), and v1 has been taken into account
when computing the new value of esti at line 8 during round r, i.e., v ≤ v1. So, there is
a chain of processes j = ja, ja−1, . . . , j0 = i that has carried the boolean value true to
pi. This chain is such that a ≥ 0, nbj[r − a− 1]− nbj[r − a] < k is satisfied, and any
value v′ sent by a process participating in this chain is such that v ≤ v′ (as each process
in the chain computes the minimum of the values it has received). In particular, we have
v ≤ v′′ where v′′ is the value sent by the first process in the chain. (The case a = 0
corresponds to the “one process” chain case where the local predicate is satisfied at pi.)
Due to claim C1, EST [r] ⊆ EST [r − a]. Consequently, if v′′ is one of the k smallest
values of EST [r − a], v ≤ v′′ implies v is one of the k smallest values of EST [r].
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So, taking r − a = r′, we have to show that nbj [r′ − 1]− nbj[r′] < k implies that
the value v′′ of estj at the end of r′, is one of the k smallest values of EST [r′]. As the
crashes are stable, nbj [r′ − 1]− nbj[r′] < k, allows concluding that pj has received a
message from all but at most k − 1 processes that where not crashed at the beginning
of r′. As pj computes the minimum of all the values it has received, and misses at most
k − 1 values of EST [r′], this means that the value v′′ computed by pj at the end of r′

is one of the k smallest values present in EST [r′]. End of the proof of the claim C2.

Claim C3. Let pi be process that decides (at line 5 or 11) during the round r. Its boolean
flag can decidei is then equal to true.
Proof of the claim. The claim is trivially true if pi decides at line 5. If pi decides at line
11, it decides during the last round, namely r = %t/k&+ 1. Let us consider two cases.

– At round r, pi receives from a process pj a message such as can decidej = true.
In that case, pi sets can decidei to true at line 9, and the claim follows.

– In the other case, no process pj has decided at a round r′ < r (otherwise, pi would
have received from pj a message such that can decidej = true). Let t = k x + y
with y < k (hence, x = %t/k& = r − 1). As nbi[r′ − 1] − nbi[r′] < k was not
satisfied at each round r′ such that 1 ≤ r′ ≤ x = r − 1, we have nbi[x] ≤ n− kx.
Moreover, as pi has not received from any pj a message such that can decidej is
equal to true, if, during r, pi does not receive a message from pj it is because pj has
crashed. So, as at most t processes crash, we have nbi[x+1] ≥ n−t = n−(k x+y).
It follows that nbi[x]− nbi[x + 1] ≤ y < k. the claim follows.

End of the proof of the claim C3.

To prove the lemma, we now consider two cases according to the line during which a
process decides.

– No process decides at line 5. This means that a process pi that decides, decides
at line 11 during the last round. Due to the claim C3, such a pi has then its flag
can decidei equal to true. Due to the claim C2, it decides one of the k smallest
values in EST [%t/k&+ 1].

– A process decides at line 5. Let r be the first round during which a process pi

decides at that line and v be the value it decides. Since pi decides at r:
• pi has set its boolean flag can decidei to true at the end of r − 1, and its

estimate esti = v is consequently one of the k smallest values in EST [r − 1]
(Claim C2). It follows that two processes that decide during r decide values
that are among the the k smallest values in EST [r − 1].

• pi has sent to all the processes (line 4) the pair (v, true) before deciding at line
5 during r. This implies that a (non-crashed) process pj that does not decide
at r receives v at r and uses it to compute its new value of estj . Due to the
minimum function used at line 8, it follows that, from now on, we will always
have estj ≤ v.
Let us assume that pj does not crash. If it decides, it decides at r′ > r, and then
it necessarily decides a value v′ ≤ v. As EST [r′] ⊆ EST [r − 1] (claim C1),
we have v′ ∈ EST [r − 1]. Combining v′ ≤ v, v′ ∈ EST [r − 1], and the fact
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that v is one of the k smallest values in EST [r− 1], it follows that the value v′

decided by pj is one of the k smallest values in EST [r − 1].

�Lemma 3

Theorem 1. [k-Set Agreement] The protocol solves the k-set agreement problem.

Proof. The proof follows from the Lemmas 1, 2, and 3. �Theorem 1

Theorem 2. [Early Stopping] No process halts after the round min(%f/k&+2, %t/k&+
1).

Proof. Let us first observe that a process decides and halts at the same round; this
occurs when it executes return (esti) at line 4 or 11. As observed in Lemma 2, the
fact that no process decides after %t/k& + 1 rounds is an immediate consequence of
the code of the protocol and the round-based synchronous model. So, considering that
0 ≤ f ≤ t processes crash, we show that no process decides after the round %f/k&+ 2.
Let f = xk + y (with y < k). This means that x = %f/k&.

The worst case scenario is when, for any process pi that evaluates the local decision
predicate nbi[r − 1] − nbi[r] < k, this predicate is false as many times as possible.
Due to the pigeonhole principle, this occurs when exactly k processes crash during
each round. This means that we have nbi[1] = n − k, · · · , nbi[x] = n − kx and
nbi[x+1] = n− f = n− (kx+ y), from which we conclude that r = x+1 is the first
round such that nbi[r−1]−nbi[r] = y < k. It follows that the processes pi that execute
the round x+1 set their can decidei boolean to true. Consequently, the processes that
proceed to x+2 decide at line 5 during that round. As x = %f/k&, they decide at round
%f/k&+ 2. �Theorem 2

4 Discussion

Instead of using the local predicate nbi[r − 1]− nbi[r] < k, an early stopping protocol
could be based on the local predicate faultyi[r] < k r where faultyi[r] = n− nbi[r]
(the number of processes perceived as faulty by pi)2. While both predicates can be used
to ensure early stopping, we show here that nbi[r − 1]− nbi[r] < k is a more efficient
predicate than faultyi[r] < k r (more efficient in the sense that it can allow for earlier
termination). To prove it, we show the following:

– (i) Let r be the first round during which the local predicate faultyi[r] < k r is
satisfied. The predicate nbi[r − 1]− nbi[r] < k is then also satisfied.

– (ii) Let r be the first round during which the local predicate nbi[r−1]−nbi[r] < k
is satisfied. It is possible that faultyi[r] < k r be not satisfied.

2 This predicate is implicitly used in the proof of the (not-early deciding) k-set agreement pro-
tocol described in [15].
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We first prove (i). As r is the first round during which faultyi[r] < k r is satisfied,
we have faultyi[r − 1] ≥ k (r − 1). So, we have faultyi[r] − faultyi[r − 1] <
k r−k (r−1) = k. Replacing the sets faultyi[r] and faultyi[r−1] by their definitions
we obtain (n− nbi[r]) − (n− nbi[r − 1]) < k, i.e., (nbi[r − 1]− nbi[r]) < k.

A simple counter-example is sufficient to prove (ii). Let us consider a run where
f1 > ak (a > 2) processes crash initially (i.e., before the protocol starts), and f2 < k
processes crash thereafter. We have n− f1 ≥ nbi[1] ≥ nbi[2] ≥ n− (f1+ f2), which
implies that (nbi[r − 1] − nbi[r]) < k is satisfied at round r = 2. On an other side,
faultyi[2] ≥ f1 = ak > 2k, from which we conclude that faultyi[r] < r k is not
satisfied at r = 2.

This discussion shows that, while the early decision lower bound can be obtained
with any of these predicates, the predicate nbi[r − 1] − nbi[r] < k is more efficient
in the sense it takes into consideration the actual failure pattern (a process counts the
number of failures it perceives during a round, and not only from the beginning of the
run). Differently, the predicate faultyi[r] < r k considers only the actual number of
failures and not their pattern (it basically always considers the worst case where there
are k crashes per round, whatever their actual occurrence pattern).
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Abstract. A concurrent object is an object that can be concurrently
accessed by several processes. Two well known consistency criteria for
such objects are atomic consistency (also called linearizability) and se-
quential consistency. Both criteria require that all the operations on all
the concurrent objects be totally ordered in such a way that each read
operation obtains the last value written into the corresponding object.
They differ in the meaning of the word ”last” that refers to physical
time for atomic consistency, and to logical time for sequential consis-
tency. This paper investigates the merging of these consistency criteria.
It presents a protocol that allows the upper layer multiprocess program
to use simultaneously both types of consistency: purely atomic objects
can coexist with purely sequentially consistent objects. The protocol is
built on top of a message passing asynchronous distributed system. In-
terestingly, this protocol is generic in the sense that it can be tailored to
provide only one of these consistency criteria.

Keywords: Asynchronous System, Atomic Consistency, Combination of
consistency criteria, Linearizability, Message Passing, NP-Completeness,
Shared Memory Abstraction, Sequential Consistency.

1 Introduction

Context of the study The definition of a consistency criterion is crucial for the
correctness of a multiprocess program. Basically, a consistency criterion defines
which value has to be returned when a read operation on a shared object is in-
voked by a process. The strongest (i.e., most constraining) consistency criterion
is atomic consistency (also called linearizability [8]). It states that a read returns
the value written by the last preceding write, ”last” referring to real-time oc-
currence order (concurrent writes being ordered). Causal consistency [3,5] is a
weaker criterion stating that a read does not get an overwritten value. Causal
consistency allows concurrent writes; consequently, it is possible that concurrent
read operations on the same object get different values (this occurs when those
values have been produced by concurrent writes). Other consistency criteria
(weaker than causal consistency) have been proposed [1,19].

Sequential consistency [10] is a criterion that lies between atomic consistency
and causal consistency. Informally it states that a multiprocess program executes
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correctly if its results could have been produced by executing that program on a
single processor system. This means that an execution is correct if we can totally
order its operations in such a way that (1) the order of operations in each process
is preserved, and (2) each read gets the last previously written value, “last”
referring here to the total order. The difference between atomic consistency and
sequential consistency lies in the meaning of the word “last”. This word refers
to real-time when we consider atomic consistency, while it refers to a logical
time notion when we consider sequential consistency (namely the logical time
defined by the total order). The main difference between sequential consistency
and causal consistency lies in the fact that (as atomic consistency) sequential
consistency orders all write operations, while causal consistency does not require
to order concurrent writes.

Related work. It has been shown that determining whether a given execution is
sequentially consistent is an NP-complete problem [21]. This has an important
consequence as it rules out the possibility of designing efficient sequential con-
sistency protocols (i.e., protocols that provide sequentially consistent executions
and just these). This means that, in order to be able to design efficient sequential
consistency protocols, additional constraints have to be imposed on executions.
One of these constraints (that has been proposed in [13]) is the following. Let
two operations conflict if both are on the same object and one of them is a write.
Let us say that an execution satisfies the OO-constraint if any pair of conflicting
operations are ordered. It is shown in [13] that an OO-constrained execution is
sequentially consistent if its read operations are legal (i.e., do not provide over-
written values). This approach shows that a sequential consistency protocol can
be obtained by combining two mechanisms: one providing the OO-constraint
and the other providing read legality.

On another side, It has been shown in [15] that sequential consistency can
be seen as a form of lazy atomic consistency. The main difference between the
two lies in the fact that sequential consistency allows a process to keep a cached
value as long as it does not make inconsistent the other operations, while atomic
consistency requires to update or invalidate the cached values of an object as
soon as this object is modified.

Very recently, the combination of sequential consistency[10] and causal con-
sistency [3] has been investigated in [22].

Content of the paper. This paper investigates a combination of sequential consis-
tency with atomic consistency within the same parallel program. More precisely,
it considers that the objects are divided into two classes, the objects that are
atomically consistent and the objects that are sequentially consistent. A protocol
is presented for this type of object semantics combination. This protocol general-
izes the sequential consistency protocol we have introduced in [15]. (In addition
to its own interest, the proposed protocol provides a better understanding of the
link relating sequential consistency and atomic consistency.)



Allowing Atomic Objects to Coexist with Sequentially Consistent Objects 61

Roadmap. The paper consists of three sections. Section 2 presents the shared
memory abstraction, atomic consistency, and sequential consistency. Section 3
presents the protocol. Finally, Section 4 provides a few concluding remarks.

2 The Consistent Shared Memory Abstraction

A parallel program defines a set of processes interacting through a set of con-
current objects. This set of shared objects defines a shared memory abstraction.
Each object is defined by a sequential specification and provides processes with
operations to manipulate it. When it is running, the parallel program produces
a concurrent system [8]. As in such a system an object can be accessed con-
currently by several processes, it is necessary to define consistency criteria for
concurrent objects.

2.1 Shared Memory Abstraction, History and Legality

Shared Memory Abstraction A shared memory system is composed of a finite
set of sequential processes p1, . . . , pn that interact via a finite set X of shared
objects. Each object x ∈ X can be accessed by read and write operations. A
write into an object defines a new value for the object; a read allows to obtain
a value of the object. A write of value v into object x by process pi is denoted
wi(x)v; similarly a read of x by process pj is denoted rj(x)v where v is the
value returned by the read operation; op will denote either r (read) or w (write).
For simplicity, as in [3,18], we assume all values written into an object x are
distinct1. Moreover, the parameters of an operation are omitted when they are
not important. Each object has an initial value (it is assumed that this value
has been assigned by an initial fictitious write operation).

History concept. Histories are introduced to model the execution of shared mem-
ory parallel programs. The local history (or local computation) ĥi of pi is the
sequence of operations issued by pi. If op1 and op2 are issued by pi and op1 is
issued first, then we say “op1 precedes op2 in pi’s process-order”, which is noted
op1→i op2. Let hi denote the set of operations executed by pi; the local history
ĥi is the total order (hi,→i).

Definition 1. An execution history (or simply history, or computation) Ĥ of
a shared memory system is a partial order Ĥ = (H,→H) such that:

– H =
⋃

i hi

– op1 →H op2 if:
i) ∃ pi : op1 →i op2 (in that case, →H is called process-order relation),

1 Intuitively, this hypothesis can be seen as an implicit tagging of each value by a
pair composed of the identity of the process that issued the write plus a sequence
number.
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or ii) op1 = wi(x)v and op2 = rj(x)v (in that case →H is called read-from
relation),

or iii) ∃op3 : op1→H op3 and op3→H op2.

Two operations op1 and op2 are concurrent in Ĥ if we have neither op1→H op2
nor op2→H op1.

Legality notion. The legality concept is the key notion on which are based defi-
nitions of shared memory consistency criteria [3,5,7,12,19]. From an operational
point of view, it states that, in a legal history, no read operation can get an
overwritten value.

Definition 2. A read operation r(x)v is legal if: (i) ∃ w(x)v : w(x)v →H r(x)v
and (ii) 
 ∃ op(x)u : (u 
= v) ∧ (w(x)v →H op(x)u →H r(x)v). A history Ĥ is
legal if all its read operations are legal.

2.2 Sequential Consistency

Sequential consistency has been proposed by Lamport in 1979 to define a cor-
rectness criterion for multiprocessor shared memory systems [10]. A system is
sequentially consistent with respect to a multiprocess program, if ”the result
of any execution is the same as if (1) the operations of all the processors were
executed in some sequential order, and (2) the operations of each individual pro-
cessor appear in this sequence in the order specified by its program”.

This informal definition states that the execution of a program is sequentially
consistent if it could have been produced by executing this program on a single
processor system2. More formally, we define sequential consistency in the follow-
ing way. Let us first recall the definition of linear extension of a partial order.
A linear extension Ŝ = (S,→S) of a partial order Ĥ = (H,→H) is a total order
that respects the partial order. This means we have the following: (i) S = H ,
(ii) op1 →H op2 ⇒ op1 →S op2 (Ŝ maintains the order of all ordered pairs of Ĥ)
and (iii) →S defines a total order.

Definition 3. A history Ĥ = (H,→H) is sequentially consistent if it has a legal
linear extension.

As an example let us consider the history Ĥ depicted in Figure 1 (only the
edges that are not due to transitivity are indicated, transitivity edges come from
process-order and read-from relations. Moreover, process-order edges are denoted
by continuous arrows and read-from edges by dotted arrows). Each process pi

(i=1,2) has issued three operations on the shared objects x and y. As we can
2 In his definition, Lamport assumes that the process-order relation defined by the

program (point 2) of the definition) is maintained in the equivalent sequential exe-
cution, but not necessarily in the execution itself. As we do not consider programs
but only executions, we implicitly assume that the process-order relation displayed
by the execution histories are the ones specified by the programs which gave rise to
these execution histories.
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w1(x)0

real time axis

w2(x)1 w2(y)2 r2(x)1

r1(y)2 r1(x)0

Fig. 1. A sequentially consistent execution

see, when looking at the real time axis, the write operations w1(x)0 and w2(x)1
are concurrent. The r1(y)2 and w2(y)2 are also concurrent. It is easy to see that
Ĥ is sequentially consistent by building a legal linear extension Ŝ including first
the operations issued by p2 and then the ones issued by p1, namely we have:

Ŝ = w2(x)1 w2(y)2 r2(x)1 w1(x)0 r1(y)2 r1(x)0.

This means that Ĥ could have been produced by executing the multiprocess
program on a machine with a single processor and a scheduler, which is the very
essence of sequential consistency.

2.3 Atomic Consistency

Atomic consistency is the oldest consistency criterion in the sense that it has
always been implicitly used. It has been extended to objects more sophisticated
than read/write objects under the name linearizability [8].

Atomic consistency considers that operations take time and consequently its
definition is based on the real-time occurrence order of operations. Let ≺rt be
a real-time precedence relation on operations defined as follows: op1 ≺rt op2 if
op1 was terminated before op2 started3. Let us notice that ≺rt is a partial order
relation as two operations whose executions overlap in real-time are not ordered.

Definition 4. A history Ĥ = (H,→H) is atomically consistent if it has a legal
linear extension that includes ≺rt.

This means that, to be atomically consistent, Ĥ must have a legal linear exten-
sion Ŝ = (H,→S) such that ∀op1, op2 : (op1 ≺rt op2) ⇒ (op1 →S op2). The
linear extension Ŝ has to keep real-time order. It is easy to see why invalidation-
based atomic consistency protocols use an eager invalidation strategy: this en-
sures that the real-time occurrence order on operations cannot be ignored, a
read always getting the last value (with respect to real-time).

It is easy to see that the execution described in Figure 1 is not atomically
consistent (the read operations on x issued by by p1 and p2 should return the
same value, that value being determined by the ordering on w1(x)0 and w2(x)1
imposed by the execution). Differently, the execution described in Figure 2 is
3 See [8] for a formal definition of “terminated before” and “started”.
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w1(x)0

real time axis

w2(x)1 w2(x)2

r1(x)1 r1(x)2

Fig. 2. An atomically consistent execution

atomically consistent. A base linear extension Ŝ1 respecting real time order is
the following:

Ŝ1 = w1(x)0 w2(x)1 r1(x)1 w2(x)2 r1(x)2.

As we can see in Ŝ1, the concurrent operations r1(x)1 and w2(x)2 have been
ordered by the execution with the read operation first. Another execution could
have ordered them differently, in that case we would have the base linear exten-
sion S2 = w1(x)0 w2(x)1 w2(x)2 r1(x)2 r1(x)2. It is important that to notice
that, in all cases, the second read operation by p1 obtains the value 2, as that
value is the last value written into x (last with respect to real time).

Atomic consistency vs sequential consistency. Atomic consistency and sequential
consistency are often confused, even in some textbooks! The fact that one has to
respect real time order (atomic consistency) while the other has not (sequential
consistency) has a fundamental consequence that has an important impact in
practice. It is stated by the following property.

A property P of a concurrent system is local if the system as a whole satisfies
P whenever each individual object satisfies P . The following theorem is a main
result of [8]. It states that atomic consistency is a local property. let Ĥ |x (Ĥ
at x) be the projection of Ĥ on x (i.e., Ĥ |x includes only the operations that
involve x).

Theorem 1. [8] Ĥ is atomically consistent iff, for each object x, Ĥ|x is atom-
ically consistent.

This theorem is important as it states that a concurrent system can be designed
in a modular way: atomically consistent objects can be implemented indepen-
dently one from the other. Unfortunately, sequential consistency is not a local
property [8]. As we will see in Section 3, the sequentially consistent objects have
to cooperate to guarantee sequential consistency. From an operational point of
view, this translates as follows. As atomic consistency considers real time while
sequential consistency considers logical time, the way these consistency criteria
use cached values are very different. Hence, there is a tradeoff between the local-
ity of a consistency criterion and the timeliness (eager vs lazy) of the invalidation
strategy used in the protocol that implements it.
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2.4 The Constraint-Based Approach for Sequential Consistency

As indicated in the Introduction, determining whether a given execution is se-
quentially consistent is an NP-complete problem [21]. As we have noticed, this
result rules out the possibility of designing efficient protocols providing sequen-
tially consistent histories and just these.

The Constraint-Based Approach. Hence, the idea we have developed in [13]
that consists in imposing additional constraints on histories in order to be able
to design efficient sequential consistency protocols. This approach is similar to
imposing constraints on view serializability for concurrency control protocols
[9,14]4. Let two operations conflict if both are on the same object x and one
of them is a write. The two following additional constraints have introduced in
[13].

Definition 5. WW -constraint. A history Ĥ satisfies the WW -constraint if any
pair of write operations are ordered under Ĥ.
OO-constraint. A history Ĥ satisfies the OO-constraint if any pair of conflicting
operations are ordered under Ĥ.

Hence, when Ĥ satisfies the WW -constraint, all its write operations are totally
ordered. Differently, when Ĥ satisfies the OO-constraint, the operations on each
object x ∈ X follow the reader/writer synchronization discipline (for each x, the
write operations are totally ordered, and the read operations are ordered with
respect to the write operations). The following theorems are stated and proved
in [13].

Theorem 2. [13] Let Ĥ = (H,→H) be a history that satisfies the WW -constraint.
Ĥ is sequentially consistent if and only if it is legal.
Let Ĥ = (H,→H) be a history that satisfies the OO-constraint. Ĥ is sequentially
consistent if and only if it is legal.

This theorem has important consequences. They mean that, to get sequential
consistency, a protocol based on such a constraint only needs to ensure that
the read operations are legal. In that way, efficient protocols ensuring sequential
consistency can be obtained.

Constraint-Based Protocols for Sequential Consistency. Several protocols pro-
viding a sequentially consistent shared memory abstraction on top of an asyn-
chronous message passing distributed system have been proposed. Among them,
the protocols introduced in [2,6], although they do not explicitly identify the
WW -constraint, are implicitly based on it. Differently, the protocols presented
in [13,16] are explicitly based on the WW -constraint.

The protocol described in [2] implements a sequentially consistent shared
memory abstraction on top of a physically shared memory and local caches. It
4 Interestingly, view equivalence can be considered as a special case of sequential con-

sistency, while strict view equivalence can be considered as a special case of atomic
consistency.
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uses an atomic n-queue update primitive and so implicitly relies on the the WW -
constraint. The protocol described in [6] assumes each local memory contains a
copy of the whole shared memory abstraction. It orders the write operations
using an atomic broadcast facility: all the writes are sent to all processes and
are delivered in the same order by each process. Read operations issued by a
process are appropriately scheduled to ensure their legality.

The protocol described in [13] considers a server site that has a copy of the
whole shared memory abstraction. The local memory of each process contains a
copy of a shared memory abstraction, but the state of some of its objects can be
“invalid”. When a process wants to read an object, it reads its local copy if it is
valid. When a process wants to read an object whose state is invalid, or wants to
write an object, it sends a request to the server. In that way the server orders all
write operations. An invalidation mechanism ensures that the reading by pi of
an object that is locally valid is legal. A variant of this protocol is described in
[4]. The protocol described in [16] uses a token that orders all write operations
and piggybacks updated values. As the protocol described in [6] it provides fast
read operations5.

A sequential consistency protocol fully based on the OO-constraint has been
proposed in [15]. This protocol has no centralized control, it is based on a pure
distributed control. A sequential consistency protocol for operations that can
span several objects is described in [20].

3 Combining Atomic Consistency and Sequential
Consistency

3.1 Two Types of Objects

We consider that each object accessed by a multiprocess program is either atom-
ically consistent or sequentially consistent, i.e., the objects are partitionned in
two subsets sc objects and ac objects such that if x ∈ ac objects its read/write
operations are atomically consistent, while if x ∈ sc objects its read/write op-
erations are sequentially consistent. Let Ĥ = (H,→H) be an execution history.
From a formal point of view, this means the following:

– If we suppress from Ĥ all the operations accessing the objects in sc objects,
we obtain an execution history Ĥ1 = (H1,→H1) that is atomically consis-
tent.

– If we suppress from Ĥ all the operations accessing the objects in ac objects,
we obtain an execution history Ĥ2 = (H2,→H2) that is sequentially consis-
tent.

This section presents a protocol providing such a combination of atomic
consistency and sequential consistency.
5 As shown in [6] atomic consistency does not allow protocols in which all read oper-

ations (or all write operations) are fast [8,12]. Differently, causal consistency allows
protocols where all operations are fast [3,5,18].
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3.2 Underlying System

The concurrent program is made up n processes p1, . . . , pn sharing m objects (de-
noted x, y, . . .). The underlying system is made up of n + m sites, divided into
n process-sites and m object-sites (hence, without ambiguity, pi denotes both
a process and the associated site; Mx denotes the site hosting and managing
x). As in the previous section, the sites communicate through reliable channels
by sending and receiving messages. There are assumptions neither on the pro-
cessing speed of the sites, nor on message transfer delays. Hence, the underlying
distributed system is asynchronous.

To be as modular as possible, and in the spirit of clients/servers architectures,
the proposed solution allows a process and an object to communicate, but no
two processes -nor two objects- are allowed to send messages to each other. This
constraint makes easier the addition of new processes or objects into the system.

3.3 Control Variables

The OO-constraint is used to get both atomic consistency on the objects in
ac objects, and sequential consistency on the objects in sc objects. To that end,
a manager Mx is associated with each object x. This makes the protocol dis-
tributed with respect to the set of objects as there is no centralized control.
Basically, the manager Mx orders the write operations on the object x it is
associated with. As in other protocols (e.g., the protocol ensuring atomic consis-
tency described in [11]), and in order to get an efficient protocol, object values
are cached and the last writer of an object x is considered as its owner until
the value it wrote is overwritten or read by another process. The combination of
value invalidation, value caching and object ownership allows processes to read
cached values and to update the objects they own for free (i.e., without commu-
nicating with the corresponding managers). Depending on the read/write access
pattern, this can be very efficient.

Local variables of a process. As just indicated, the protocol is based on cached
copies and an invalidation strategy. A process pi manages the following local
variables:

– presenti[x] is a boolean variable that is true when pi has a legal copy of x
(i.e., a read of the current cached value of x would be a legal read). This
means that pi can then locally read its cached copy of x.

– Ci[x] is a cache containing a copy of x. Its value is meaningful only when
presenti[x] is true.

– owneri[x] is a boolean variable that is true if pi is the last writer of x. Let
us note that we have owneri[x] ⇒ presenti[x].

Local variables of an object manager. The site Mx associated with the object x
manages the following local variables:
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– Cx contains the last value of x (as known by Mx).
– ownerx contains a process identity or⊥. Its meaning is the following: ownerx =

i means that no process but pi has the last value of x (it is possible that Mx

does not know this value). Differently, if ownerx = ⊥, Mx has the last copy
of x. The owner of an object x (if any) is the only process that can modify
it.

– hlwx[1..n] is a boolean array, such that hlwx[i] is true iff pi has the last value
of x (hlwx stands for “hold last write of x”).

System initial state. Initially, only Mx knows the initial value of x which is
kept in Cx. So, we have the following initial values: ∀pi: ∀x: owneri[x] = false ,
presenti[x] = false , Ci[x]= undefined, ownerx = ⊥, hlwx[i] = false .

3.4 Behavior of a Manager for x ∈ ac objects

The behavior of the manager Mx of an object x ∈ ac objects is described in
Figure 3. It is made up of two statements that describe Mx’s behaviour when it
receives a message. The write req and read req messages are processed sequen-
tially.

– Mx receives write req (v) from pi.
In that case, pi has issued a w(x)v operation (and is not the current owner
of x). The manager invalidates all the cached copies of x that currently exist.

upon reception of write req (v) from pi:
(1) if (ownerx 	= ⊥) then send downgrade req (w, x) to pownerx ;
(2) wait downgrade ack (−) from pownerx

(3) else ∀j 	= i : hlwx[j] : do send downgrade req(w, x) to pj ;
(4) wait downgrade ack (−) from pj

(5) enddo
(6) endif;
(7) Cx ← v; ownerx ← i;
(8) hlwx[i] ← true ; ∀j 	= i : hlwx[j] ← false;
(9) send write ack () to pi

upon reception of read req () from pi:
(10) if (ownerx 	= ⊥) then send downgrade req(r, x) to pownerx ;
(11) wait downgrade ack (v) from pownerx ;
(12) Cx ← v; ownerx ← ⊥
(13) endif;
(14) hlwx[i] ← true ;
(15) send read ack (Cx) to pi

Fig. 3. Behavior of an Object Manager Mx for x ∈ ac objects
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In that way, no process will be able to read in the future a copy older than
v, thereby ensuring atomic consistency

– Mx receives read req (v) from pi.
In that case, pi has issued a r(x) operation, and does not have the last value
of x. If x is currently owned by some process, Mx first gets the last value of
x from this process and downgrades this previous owner (lines 10-11), that
can only read its copy of x from now on. Then, it sends the current value of
x to pi (line 15) and updates hlwx[i] accordingly (line 14).

3.5 Behavior of a Manager for x ∈ sc objects

The behavior of the manager Mx of the object x is depicted in Figure 4. It
consists of three statements that describe Mx’s behaviour when it receives a
message. The write req and read req messages are processed sequentially6. The
check req messages are processed as soon as they arrive (let us notice they do
not modify Mx’s context).

upon reception of write req (v) from pi:
(1) if (ownerx 	= ⊥) then send downgrade req (r, x) to pownerx ;
(2) wait downgrade ack (−) from pownerx

(3) endif;
(4) Cx ← v; ownerx ← i;
(5) hlwx[i] ← true; ∀j 	= i : hlwx[j] ← false;
(6) send write ack () to pi

upon reception of read req () from pi:
(7) if (ownerx 	= ⊥) then send downgrade req (r, x) to pownerx ;
(8) wait downgrade ack (v) from pownerx ;
(9) Cx ← v; ownerx ← ⊥
(10) endif;
(11) hlwx[i] ← true;
(12) send read ack (Cx) to pi

upon reception of check req () from pi:
(13) let d =

(
hlwx[i] ∧ (no write req is currently processed)

)
;

(14) send check ack (d) to pi

Fig. 4. Behavior of an Object Manager Mx for x ∈ sc objects

– Mx receives write req (v) from pi.
In that case, pi has issued a w(x)v operation. If x is currently owned by some
process, Mx first downgrades this previous owner (lines 1-3). Then, Mx sets

6 Assuming no message is indefinitely delayed, it is possible for Mx to reorder waiting
messages if there is a need to favor some processes or some operations.
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Cx and ownerx to their new values (line 4), updates the boolean vector hlwx

accordingly (line 5), and sends back to pi an ack message indicating it has
taken its write operation into account (line 6).

– Mx receives read req (v) from pi.
In that case, pi has issued a r(x) operation, and does not have a legal copy
of x. If x is currently owned by some process, Mx first gets the last value of x
from this process and downgrades this previous owner (lines 7-10). Then, it
sends the current value of x to pi (line 12) and updates hlwx[i] accordingly
(line 11).

– Mx receives check req () from pi.
In that case, pi has got a new value for some object and queries Mx to know
if it still has the last value of x. As we will see, this inquiry is necessary for
pi to ensure its locally cached object values are legal. Mx answers true if pi

has the last value of x, otherwise it returns false .

3.6 Behavior of a Process

The behavior of a process pi is described in Figure 5. It is made of three state-
ments that are executed atomically (the procedure check legality(x) invoked at
line 4 and at line 11 is considered as belonging to the invoking statement). The
return statement terminates each write (line 7) and read operation (line 13).

– pi invokes wi(x)v.
If pi is the current owner of x, it was the last process that updated x. In
that case, it simply updates its current cached copy of x (line 6). This value
will be sent to Mx by pi when it will leave its ownership of x (lines 19-20).
If pi is not the owner of x, it first becomes the current owner (line 3) by
communicating with Mx (lines 1-2). As we have seen in Figure 3 if x ∈
ac objects, and in Figure 4if x ∈ sc objects, this entails the downgrading of
the previous owner if any. Then, pi executes the check legality(x) procedure.
This procedure is explained in a next item. It is the core of the protocol as
far as the OO-constraint and the legality of read operations are concerned.

– pi invokes ri(x).
If the local copy of x does not guarantee a legal read (presenti[x] is false), pi

gets the last copy from Mx (lines 8-9), updates accordingly its context (line
10) and executes the check legality(x) procedure (see next item).

– The check legality(x) procedure.
As we just claimed, this procedure is at the core of the protocol. It is invoked
each time pi questions Mx. This occurs when pi’s context is modified because
(1) it becomes the new owner of x (lines 1-4), or (2) it reads the value of x
from Mx (lines 8-11).
The aim of the check legality(x) procedure is to guarantee that all the values,
associated with objects in the set sc objects, defined as present in pi’s local
cache will provide legal read operations. To attain this goal, for each object
y not currently owned by pi but whose local readings by pi were previously
legal, pi questions My to know if its current copy is still legal (line 15). My
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operation writei(x)v:
(1) if (¬owneri[x]) then send write req (v) to Mx;
(2) wait write ack () from Mx;
(3) owneri[x] ← true ; presenti[x] ← true ;
(4) check legality (x)
(5) endif;
(6) Ci[x] ← v;
(7) return ()

operation readi(x):
(8) if (¬presenti[x]) then send read req () to Mx;
(9) wait read ack (v) from Mx;
(10) presenti[x] ← true ; Ci[x] ← v;
(11) check legality (x)
(12) endif;
(13) return (Ci[x])

procedure check legality (x):
(14) ∀y such that (y ∈ sc objects ∧ presenti[y] ∧ ¬owneri[y] ∧ y 	= x)
(15) do send check req () to My;
(16) wait check ack (d) from My ;
(17) presenti[y] ← d
(18) enddo

upon reception of downgrade req (type, x):
(19) owneri[x] ← false;
(20) if (type= w) then presenti[y] ← false endif;

% When type=w, x is necessarily an atomically consistent object %
(21) send downgrade ack (Ci[x]) to Mx

Fig. 5. Behavior of a Process pi

answers pi if it has the last value of y (line 16), and accordingly pi updates
presenti[y].
The check legality procedure acts as a reset mechanism that invalidates ob-
ject copies that cannot be guaranteed to provide legal read operations.

– pi receives downgrade req(x).
In that case, pi is the current owner of x. It leaves it ownership on x (line
19) and sends the last value of x to Mx (line 20). Note that the current value
of x is still present at pi.

3.7 Considering a Single Criterion

Let us consider the particular case where all the objects belong to sc objects. In
this case there are only managers executing the behavior described in Figure 4
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(Figure 3 disappears from the protocol). We then obtain the sequential consis-
tency protocol based on the OO-constraint described in [15] (where the reader
can find a correctness proof).

At the other extreme, if there is no sequentially consistent object (sc objects
is empty), the protocol simplifies as follows. Not only Figure 4 disappears, but
the procedure check legality() disappears also (as its aim is to check if values
cached for sequential consistency are not too old). The protocol we obtain is
then the atomic consistency protocol described in [11].

4 Concluding Remarks

This paper has explored a combination of sequential consistency with atomic
consistency. As it is based on a consistent merging of the total orders defining
each of these consistency criteria, the semantics of the proposed combination is
well defined. Interestingly, the proposed protocol encompasses previous protocols
designed for a single criterion. In that sense, this protocol provides a “global
picture” on the way these consistency criteria can be implemented.

Another way to combine sequential consistency and atomic consistency has
been investigated in [17]. For each object, this combination provides the pro-
cesses with a single write operation and two read operations, namely, an atomic
read operation and a sequentially consistent read operation. While the first read
operation provides a process with the last “physical” value of an object, the
second read operation provides its caller with the last value of the object (last
referring here to a common logical time on which all the processes do agree).
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Abstract. In this work we consider a problem of optimizing the data
transmission mechanism of Internet transport protocols. We use a pri-
ority discipline without time measurements by a receiver, which has the
property of universality. The possibility of an application of this disci-
pline for improving performances of the original Transmission Control
Protocol (TCP) is discussed. We propose to apply the dynamical prior-
ity method to avoid time measurements by the receiver. Instead of this
only mean queue lengths at the sending side have to be measured.

1 Introduction

We consider the problem of management optimization for a complex service
system. Basic characteristic features of the considered system are:

– there is the possibility of the feed-back;
– the probability of the feed-back depends both on external (unknown) reasons

and on the service discipline;
– the duration of customer service depends on time;
– there is a great number of customers with sharply various service durations.

The basic example of the considered problem is the management of the Trans-
mission Control Protocol (TCP) [2].

It is easy to see that the listed properties hold for the TCP.
The main criteria of optimization are the minimization of losses of arriving

customers and the minimization of the sojourn-time.
To optimize the management (see, for example, [4], [3]), adaptive service dis-

ciplines are usially used, which are adjusted to an input process. For improving
the quality of service it is desirable to know as much as possible about charac-
teristics of the system.

The duration of service is obviously one of the major characteristics. However,
its measurements can happen to be impossible.

Thus, for example, in the TCP the duration of service contains an addend
equal to the received time, but the standard TCP does not transfer this param-
eter.

In [5], [6] some updates of the TCP (TCP with an adaptive rate) are pre-
sented, which use the received time, and due to it the quality of the work is going
upward. However, we have to bring into use an additional field to the TCP.
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In [1] we have described a service discipline which is also adaptive, but it
uses only queue lengths and does not demand time measurements by a receiver.

In our work an algorithm of a choice of parameters for the presented ser-
vice discipline is described. This discipline can be applied to the TCP without
modifying it.

2 The Model

In this section a model of the considered service system will be described. We
stress that the model is general, but the performance of the TCP keeps within
this model.

2.1 General Characteristics of the System

1. The input process describes a sequence of customers to be served. Each
customer consists of some number of segments. For simplicity, we suppose
that the size of a segment is fixed and does not vary.

2. All segments arrive at the total queue.
3. Under available characteristics of customers and the current parameters of

the service discipline some segments are chosen for service. The rules of the
choice will be described below.

4. The service of the chosen segments consists in the following:
– a segment is sent to the receiver;
– if the confirmation does not come through the retranslation time, the

segment is fed back to the total queue (the definition of the retranslation
time will be described below);

– if the confirmation comes, the segment is removed from the system.

We stress that here we do not consider rules of the creation of the confirma-
tion because our main goal is the optimization of the data transfer.

Note, that the size of the window established by the receiver is much greater
than a window for the data transfer, therefore it can be not taken into account
(as it does occur in real systems).

2.2 Service of a Customer

Before every transmission of segments of the considered customer the following
key parameters are thought to be known:

1. N is the number of segments in the total queue;
2. τi is the time of the previous transmission of the i-th segment;
3. νi is the number of the previous transmissions of the i-th segment.

The retransmission timer functions at the moment

t = min
i

τi + R0,
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where R0 is a constant which specifies the time required for passing a segment
from the sender to the receiver and for returning the confirmation (greater than
the Round Trip Time). By these parameters and by auxiliary parameters of
the choice algorithm described below we can find the value W , where W is
the number of segments (the width of a window). These W segments are to
be transmitted. After receiving confirmations for all transmitted segments, the
service of the customer is terminated.

2.3 The Algorithm of the Choice of Transmitted Segments

The basis of the algorithm of the choice of transmitted segments for a fixed
window width W is a probabilistic-divided discipline which is described in [1]
for service systems. Now we introduce parameters of the probabilistic-divided
service discipline.

To each segment we assign a type, i.e. one of the numbers 0, 1, 2, . . . , 2n (n
is a given parameter) by the following rules:

– at the moment of arrival all segments receive the type 0;
– after obtaining the acknowledgement with the indication of a transmission

mistake of a segment of type i < n, or if the retransmission timer fires on
a segment of type i, the segment receives the type 2[(i + 1)/2] + 1 with
the probability p[(i+1)/2] and the type 2[(i + 1)/2] + 2 with the probability
1− p[(i+1)/2];

– if i = n, the type does not vary.

Here, the probabilities p = (p0, p1, . . . , pn−1) are auxiliary parameters of the
algorithm.

Another auxiliary parameter of the algorithm is the permutation

π = (π0, π1, . . . , π2n)

of the numbers 0, 1 . . . , 2n.
The required W segments are defined by the permutation π: first, all segments

of type π0, second, all segments of type π1, etc. up to W segments.
Thus, to finish the description of the model, we have to specify the meth-

ods of changing auxiliary parameters of the algorithm: the permutation π, the
probabilities p and the window width W .

3 The Method of Finding the Auxiliary Parameters

At the initial moment the auxiliary parameters are set as follows:

W = 1, π = (0, 1, . . . , 2n), p = (1/2, . . . , 1/2).

For recalculation of the auxiliary parameters the following characteristics will
be used:

Li(t) is a number of not transferred segments of type i at the moment t
(0 ≤ i ≤ 2n);
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P (W ) is the frequency of erratic transmission of a segment at the set width
of the window W (it is clear that the values P (W ) will be known only for those
values W which were set during the transmission, and for estimation of values
P (W ) at other points we shall use the linear interpolation);

RTT (t) is an estimation of the time required for passing a segment from a
sender up to a receiver and for returning the confirmation (Round Trip Time).

These characteristics are recalculated before each moment of the transmis-
sion.

3.1 The Algorithm of Changing the Window Width W

If all segments have been transferred and P (W ) = 0, the window width W is
doubled.

If P (W ) > 0, we do the following.
Considering the value P (W ) as a probability of the erratic transmission and

the value RTT (t) as the transfer time of a segment, we calculate an average time
τ(W ) of waiting for the segment till the complete sending.

Let τ0(t) be an average retranslation time of a segment at the present mo-
ment, and T0 be an auxiliary constant which defines an essential difference of
average retranslation time.

If τ(W ) < τ0(t)−T0, we increase the window so that τ(W ) ≈ τ0(t)−T0. For
the calculation we extrapolate the value P (W ) linearly by the last two values,
and we take the value RTT (t) as a transfer time.

If τ(W ) > τ0(t) + T0, we reduce the window so that τ(W ) ≈ τ0(t)− T0.
If |τ(W ) − τ0(t)| ≤ T0, the window is left without changing.
After the choice of a window width, we change the auxiliary parameters: the

permutation π and probabilities p.

3.2 The Algorithm of Changing π and p

When making the choice of these parameters, it is necessary to follow some
heuristic rules, for example: the decreasing of the total queue of not transmitted
segments, the decreasing of the time of residence in the system, etc. It is also
possible to choose linear combinations of these rules and to optimize coefficients
of this linear combination.

Under a chosen heuristic rule we obtain an optimization problem with con-
tinuous parameters p and with discrete parameters, namely, a permutation π. If
the optimization problem is solved by the algorithm of the sequential improve-
ment of the parameters p (for example, by the gradient method), then problems
arise in the case when for some i the next value pi = 0 or pi = 1. In this case it is
necessary to apply the algorithm of the choice of the following permutation from
the work [1], which by a given permutation π and a given number i calculates
probabilities p̃ and a new permutation π̃, for which p̃i = 1 (if pi = 0) and p̃i = 0
(if pi = 1), and mean queue lengths are the same as for the parameters π and p.
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4 Conclusion

We have shown how it is possible to design a probabilistic-divided service dis-
cipline for managing the packet transfer in a network. The main advantage of
such an approach consists in the fact that we eliminate time measurements of
the receiver.
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Abstract. We describe a fragment of the hardware description language
VHDL that is suitable for implementing the Advanced Encryption Stan-
dard algorithm. We then define an Information Flow analysis as required
by the international standard Common Criteria. The goal of the analysis
is to identify the entire information flow through the VHDL program.
The result of the analysis is presented as a non-transitive directed graph
that connects those nodes (representing either variables or signals) where
an information flow might occur. We compare our approach to that of
Kemmerer and conclude that our approach yields more precise results.

1 Introduction

Modern technical equipment often depends on the reliable performance of em-
bedded systems. The present work is part of an ongoing effort to validate the
security properties of such systems. Here it is a key requirement that the pro-
grams maintain the confidentiality of information it handles. To document this,
an evaluation against the criteria of the international standard Common Criteria
[13] is a main objective.

In this paper we focus on the Covert Channel analysis described in Chapter
14 of [13]. The main technical ingredient of the analysis is to provide a descrip-
tion of the direct and indirect flows of information that might occur. This is
then followed by a further step where the designer argues that all information
flows are permissible — or where an independent code evaluator asks for further
clarification. We present the result of the analysis as a directed graph: the nodes
represent the resources, and there is a direct edge from one node to another
whenever there might be a direct or indirect information flow from one to the
other. In general, the graph will be non-transitive [4,14].

The programming language used is the hardware description language VHDL
[7]. Systems consist of a number of processes running in parallel where each pro-
cess has its own local data space and communication between processes is per-
formed at synchronization points using signals. In Section 2 we give an overview
of the fragment VHDL1. We present a formal Semantics of VHDL1 in Section 3.

The problem of analysing VHDL programs has already been addressed in
previously published approaches. The paper by Hymans [6] uses abstract inter-
pretation to give an over-approximation of the set of reachable configurations
for a fragment of VHDL not unlike ours. This suffices for checking safety prop-
erties: if the safety property is true on all states in the over-approximation it
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will be true for all executions of the VHDL program. Hence when synthesizing
the VHDL specification one does not need to generate circuits for enforcing the
reference monitor (called an observer in [6]).

The paper by Hsieh and Levitan [5] considers a similar fragment of VHDL and
is concerned with optimising the synthesis process by avoiding the generation
of circuits needed to store values of signals. One component of the required
analyses is a Reaching Definitions analysis with a similar scope to ours although
specified in a rather different manner. Comparing the precision of their approach
(to the extent actually explained in the paper) with ours, we believe that our
analysis is more precise in that it allows also to kill signals being set in other
processes than where they are used. Furthermore the presented analysis is only
correct for processes with one synchronization point, because definition sets are
only influenced by definitions in other processes at the end (or beginning) of
a process. Therefore definitions is lost if they are present at a synchronization
point within the process but overwritten before the end of the process.

Our approach is based around adapting a Reaching Definitions analysis
(along the lines of [9]) to the setting of VHDL1. A novel feature of our analysis is
that it has two components for tracking the flow of values of active signals: one is
the traditional over-approximation whereas the other is an under-approximation.
Finally, a Reaching Definitions analysis tracks the flow of variables and present
values of signals. The details are developed in Section 4.

The first step of the Information Flow analysis determines the local depen-
dencies for each statement; this takes the form of an inference system that is
local to each process. The second step constructs the directed graph by per-
forming the necessary “transitive closure”; this takes the form of a constraint
system and makes use of the Reaching Definitions analysis. The results obtained
are therefore more precise than those obtained by more standard methods like
that of Kemmerer [8] and only ignore issues like timing and power-consumption.
The analysis is presented in Section 5 and has been implemented in the Succinct
Solver Version 1.0 [10,11] and has been used to validate several programs for
implementing the NSA Advanced Encryption Standard (AES) [17].

2 Background

VHDL1 is a fragment of VHDL that concentrates on the behavioral specification
of models. A program in VHDL1 consists of entities and architectures, uniquely
identified by indexes ie, ia ∈ Id. An entity describes how an architecture is
connected to the environment. The architectures comprise the behavioral or
structural specification of the entities.

An entity specifies a set of signals referred to as ports (prt ∈ Prt), each port
is represented by a signal (s ∈ Sig) used for reference in the specification of the
architecture; furthermore a notion of the intended usage of the signal is specified
by the keywords in and out defining if the signals value can be altered or read
by the environment, and the type of the signal’s value (either logical values or
vectors of logical values).
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pgm ∈ Pgm programs
pgm ::= ent | arch | pgm1 pgm2

ent ∈ Ent entities
ent ::= entity ie is port(prt); end ie;

prt ∈ Prt ports
prt ::= s : in type | s : out type | prt1; prt2

type ∈ Type types
type ::= std logic | std logic vector(z1 downto z2)

| std logic vector(z1 to z2)

arch ∈ Arch architectures
arch ::= architecture ia of ie is begin css; end ia;

css ∈ Css concurrent statements
css ::= s <= e | s(z1 downto z2) <= e | s(z1 to z2) <= e

| ip : process decl; begin ss; end process ip
| ib : block decl; begin css; end block ib | css1|css2

decl ∈ Decl declarations
decl ::= variable x : type := e | signal s : type := e | decl1; decl2

ss ∈ Stmt statements
ss ::= null | x := e | x(z1 downto z2) := e | x(z1 to z2) := e | s <= e

| s(z1 downto z2) <= e | s(z1 to z2) <= e | wait on S until e
| ss1; ss2 | if e then ss1 else ss2 | while e do ss

e ∈ Exp expressions
e ::= m | a | x | x(z1 downto z2) | x(z1 to z2) | s | s(z1 downto z2)

| s(z1 to z2) | opu
m e | e1 opb

m e2 | e1 opa e2

Fig. 1. The subset VHDL1 of VHDL

An architecture model is specified by a family of concurrent statements (css ∈
Css) running in parallel; here the index ip ∈ Id is a unique identifier in a finite
set of process identifiers (Ip ⊆fin Id). Each process has a statement (ss ∈ Stmt)
as body and may use logical values (m ∈ LV al), vectors of logical values (we
write a ∈ V V al, where a has the form ”m1 . . . mk” where mi ∈ LV al), local
variables (x ∈ V ar) as well as signals (s ∈ Sig, S ⊆fin Sig). When accessing
variables and signals we always refer to their present value and when we assign to
variables it is always the present value that is modified. However, when assigning
to a signal its present value is not modified, rather its so-called active value is
modified; this representation of signal’s values, as illustrated in Figure 2, is used
to take care of the physical aspect of propagating an electrical current through a
system, the time consumed by the propagation is usually called a delta-cycle. The
wait statements are synchronization points, where the active values of signals are
used to determine the new present values that will be common to all processes.

Concurrent statements could also be block statements that allow local signal
declarations for the use of internal communication between processes declared
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10

Past Now Delta Future

Present
Signals Signals

Active

Fig. 2. The representation of abstract time in the signal store

within the block. The index ib ∈ Id is a unique identifier in a finite set of block
identifiers (Ib ⊆fin Id). The scope of the local signals declared in the block
definition is within the concurrent statements specified inside the block.

Signal assignment can also be performed as a concurrent statement, this
corresponds to a process that is sensitive to the free signals in the right-hand
side expression and that has the same assignment inside [2].

Since VHDL describe digital hardware we are concerned with the details of
electrical signals, and it is therefore necessary to include types to represent dig-
itally encoded values. We consider logical values (LV al) of the standard logic
type std logic, that includes traditional boolean values as well as values for elec-
trical properties. VHDL1 also allow the usage of vectors of logical values, values
of this type is written using double quotes (e.g. ”1” 
= ’1’). There are a number
of arithmetic operators available on vectors of logical values.

The formal syntax is given in Figure 1. In VHDL it is allowed to omit com-
ponents of wait statements. Writing FS(e) for the free signals in e, the effect
of ’on FS(e)’ may be obtained by omitting the ’on S’ component, and the ef-
fect of ’until true’ may be obtained by omitting the ’until e’ component. (In
other words, the default values of S and e are FS(e) and true, respectively.)
Semantically, S is the set of signals waited on, i.e. at least one of the signals of
S must have a new active value, and e is a condition on the new present values
that must be fulfilled, in order to leave the wait statement.

In VHDL1 the notion of signals is simplified with respect to full VHDL and
thus does not allow references further into time than the following delta-cycle.
This not only simplifies the analysis but also simplifies defining the semantics:
Of the many accounts to be found in the literature [3,16] we have found the
one of [16] to best correspond to our practical experiments, based on test pro-
grams simulated with the ModelSim SE 5.7d VHDL simulator. Even with this
restriction VHDL1 is sufficiently expressive to deal with the programs of the
AES implementation.

3 Structural Operational Semantics

The main idea when defining the semantics for VHDL1 programs is to execute
each process by itself until a synchronization point is reached (i.e. a wait state-
ment). When all processes of the program have reached a synchronization point
synchronization is handled, while taking care of the resolution of signals in case
a signal has been assigned different values by the processes. This synchroniza-
tion will leave the processes in a state where they are ready either to continue
execution by themselves or wait for the next synchronization.
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Basic semantic domains. The syntax of programs in VHDL1 is limited to state-
ments operating on a state of logical values. These logical values are defined as
v ∈ LV alue = {’U’, ’X’, ’0’, ’1’, ’Z’, ’W’, ’L’, ’H’, ’-’} where the values indicate the
properties

’U’ Uninitialized ’X’ Forcing Unknown ’0’ Forcing zero
’1’ Forcing one ’Z’ High Impedance ’W’ Weak Unknown
’L’ Weak zero ’H’ Weak one ’-’ Don’t care

these values are said to capture the behavior of an electrical system better than
traditional boolean values [2].

Furthermore we have vectors of logical values a ∈ AV alue = LV alue∗. We
have a function mapping logicals in the syntax to logical values in the semantics
L : LV al → LV alue, and vectors of logical values to their semantical equivalence
A : V V al → AV alue. The semantical values are collected in the set V alue =
LV alue 'AV alue.

Constructed semantic domains. VHDL1 includes local variables and signals. The
values of the local variables are stored in a local state. The local state is a
mapping from variable names to logical values.

σ ∈ State = (V ar → V alue)

The idea is that we have a local state for each process, keeping track of assign-
ments to local variables encountered in the execution of the process so far.

For communication between the processes we have the signals, the values of
signals are stored in local states. The processes can communicate by synchroniz-
ing the signals of their local signal state with other processes.

ϕ ∈ Signals = (Sig → ({0, 1} ↪→ V alue))

The value assigned to a signal is available after the following synchronization,
therefore we keep the present value of a signal s in ϕ s 0. In ϕ s 1 we store
the assigned value, meaning that it is available after a delta-cycle. Each signal
state has a time line for each signal. Values in the past are not used and therefore
forgotten by the semantics; in VHDL1 it is not possible to assign values to signals
further into the future than one delta-cycle.

All signals have a present value, so ϕ s 0 is defined for all s. Not all signals
need to be active meaning they have a new value waiting in the following delta-
cycle, thus ϕ s 1 need not be defined; hence we use {0, 1} ↪→ V alue in the
definition of the signal state to indicate that it is a partial function.

The semantics handles expressions following the ideas of [12]. For expressions

E : Expr → (State× Signals ↪→ V alue)

evaluates the expression. The function is defined in Table 1. Note that for signals
we use the current value of the signal, i.e. ϕ s 0.



84 T.K. Tolstrup, F. Nielson, and H.R. Nielson

Table 1. Semantics of Expressions

E [[m]]〈σ, ϕ〉 = L[[m]]
E [[a]]〈σ, ϕ〉 = A[[a]]
E [[x]]〈σ, ϕ〉 = σ x
E [[x(z1 downto z2)]]〈σ, ϕ〉 = split(σ x, z1, z2)
E [[s]]〈σ, ϕ〉 = ϕ s 0
E [[s(z1 downto z2)]]〈σ, ϕ〉 = split(ϕ s 0, z1, z2)
E [[opu

m e]]〈σ, ϕ〉 = opu
m v where E [[e]]ϕ = v

and opu
m v defined

E [[e1 opb
m e2]]〈σ, ϕ〉 = v1 opb

m v2 where E [[e1]]ϕ = v1

and E [[e2]]ϕ = v2

and v1 opb
m v2 defined

E [[e1 opa e2]]〈σ, ϕ〉 = v1 opa v2 where E [[e1]]ϕ = v1

and E [[e2]]ϕ = v2

and v1 opa v2 defined

In the specification of the Semantics all vector values and definitions are
normalized to the direction of ranging from a smaller index to a larger index.
This simplification allows us to consider a significantly smaller number of rules.
We define the function split which withdraws the elements of a vector in the
range specified by the last two parameters (split : a× z × z → a).

3.1 Statements

The semantics of statements and concurrent statements are specified by transi-
tion systems, more precisely by structural operational semantics. For statements
we shall use configurations of the form:

〈ss′, σ, ϕ〉 ∈ Stmt′ × State× Signals

Here Stmt′ refers to the statements from the syntactical category Stmt with
an additional statement (final) indicating that a final configuration has been
reached. Therefore the transition relation for statements has the form:

〈ss, σ, ϕ〉 ⇒ 〈ss′, σ′, ϕ′〉

which specifies one step of computation. The transition relation is specified in
Table 2 and briefly commented upon below.

An assignment to a signal is defined as an update to the value at the delta-
time, i.e. ϕ s 1. We use the notation ϕ[i][s $→ v] to mean ϕ[s $→ ϕ(s)[i $→ v]]. For
updating the variable and signal store with vector values we use the notation
σ[x(zi . . . zj) � v] to mean σ[x $→ σ(x)[zi $→ v1] . . . [zj $→ vj−i]], similarly for
signals.

The wait statement is handled in Section 3.2, along with the handling of the
concurrent processes. This is due to the fact that the wait statement is in fact a
synchronization point of the processes.
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Table 2. Statements

[Local Variable Assignment] :
〈x := e, σ, ϕ〉 ⇒ 〈final, σ[x �→ v], ϕ〉 where E [[e]]〈σ, ϕ〉 = v

〈x(z1 downto z2) := e, σ, ϕ〉 ⇒ 〈final, σ[x(z1 . . . z2) � v], ϕ〉
where E [[e]]〈σ, ϕ〉 = v

[Signal Assignment] :

〈s <= e, σ, ϕ〉 ⇒ 〈final, σ, ϕ[1][s �→ v]〉 where E [[e]]〈σ, ϕ〉 = v

〈s(z1 downto z2) <= e, σ, ϕ〉 ⇒ 〈final, σ, ϕ[1][s(z1 . . . z2) � v]〉
where E [[e]]〈σ, ϕ〉 = v

[Skip] :
〈null, σ, ϕ〉 ⇒ 〈final, σ, ϕ〉

[Composition] :
〈ss1, σ, ϕ〉 ⇒ 〈ss′1, σ′, ϕ′〉

〈ss1; ss2, σ, ϕ〉 ⇒ 〈ss′1; ss2, σ′, ϕ′〉 where ss′1 ∈ Stmt

〈ss1, σ, ϕ〉 ⇒ 〈final, σ′, ϕ′〉
〈ss1; ss2, σ, ϕ〉 ⇒ 〈ss2, σ′, ϕ′〉

[Conditional] :
〈if e then ss1 else ss2, ϕ〉 ⇒ 〈ss1, σ, ϕ〉 if E [[e]]〈σ, ϕ〉 = ’1’
〈if e then ss1 else ss2, ϕ〉 ⇒ 〈ss2, σ, ϕ〉 if E [[e]]〈σ, ϕ〉 = ’0’

[Loop] :
〈while e do ss, σ, ϕ〉 ⇒ 〈if e then (ss;while e do ss) else null, σ, ϕ〉

3.2 Concurrent Statements

The semantics for concurrent statements handles the concurrent processes and
their synchronizations of a VHDL1 program. We rewrite process declarations
into statements so the process declaration i: process decli; begin ssi; end
process i is rewritten to null; while ’1’ do ssi as the intention is that
the statement ss is repeated indefinitely.

The transition system for concurrent statements has configurations of the
form:

‖i∈I 〈ss′i, σi, ϕi〉
for I ⊆fin Id and ss′i ∈ Stmt′, σi ∈ State, ϕi ∈ Signals for all i ∈ Id. Thus
each process has a local variable and signal state.

The initial configuration of a VHDL1 program is:

‖i∈I 〈null; while true do ssi, σ
0
i , ϕ0

i 〉

The ith process uses an initial state for signals defined by the Semantics for
declarations of signals. If no initial value is specified the following are used:

σ0
i x = ’U’ and ϕ0

i s 0 = ’U’ for all non-vector signals used in the process
ssi. All vectors has a string of ’U’’s corresponding to the length of the vector
(i.e. ”U...U”). ϕ0

i s 1 is undef for all signals used in the process ssi.
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Table 3. Concurrent statements

[Handle non-waiting processes (H)] :
〈ssj , σj , ϕj〉 ⇒ 〈ss′j , σ′

j , ϕ
′
j〉

‖i∈I∪{j} 〈ssi, σi, ϕi〉 =⇒‖i∈I∪{j} 〈ss′i, σ′
i, ϕ

′
i〉

where ss′i = ssi ∧ σ′
i = σi ∧ ϕ′

i = ϕi for all i 	= j.

[Active signals (A)] :
‖i∈I 〈wait on Si until ei; ssi, σi, ϕi〉 =⇒‖i∈I 〈ss′i, σi, ϕ

′
i〉

if ∃i ∈ I. active(ϕi)
where

ϕ′
i s 0 =

{
fs{{vj |ϕj s 1 = vj}} if ∃j ∈ I. ϕj s 1 is defined
ϕi s 0 otherwise

ϕ′
i s 1 = undef

ss′i =

⎧⎨⎩
ssi if ((∃s ∈ Si. ϕi s 0 	= ϕ′

i s 0)∧
E [[ei]]〈σ′

i, ϕ
′
i〉 =′ 1′)

wait on Si until bi; ssi otherwise

The transition relation for concurrent statements has the form:

‖i∈I 〈ss′i, σ, ϕi〉 =⇒‖i∈I 〈ssi
′′, σ′

i, ϕ
′
i〉

which specifies one step of computation.
The transition relation is specified in Table 3 and explained below.
As mentioned the idea when defining the semantics of programs in VHDL1 is

that we execute processes locally until they have all arrived at a wait statement,
this is reflected in the rule [Handle non-waiting processes (H)].

When all processes are ready to execute a wait statement we perform a
synchronization covered by the rule [Active signals (A)]. If one signal waited
for is active, those processes waiting for that signal may proceed; this is expressed
using the predicate active(ϕ) defined by

active(ϕ) ≡ ∃s∃v : ϕ s 1 = v

The delta-time values of signals will be synchronized for all processes and
in order to do this we use a resolution function fs : multiset(V alue) → V alue.
Thus fs combines the multi-set of values assigned to a signal into one value that
then will be the new (unique) value of the signal.

Notice that even though a signal that a wait statement is waiting for becomes
active, it is not enough to guarantee that it proceeds with its execution. This is
because we have the side condition ’until e’. This is reflected in the definition
of the statement ss′i of the next configuration. Notice that the state of local
variables is unchanged.

3.3 Architectures

The Semantics for architectures basically initializes the local variable and signal
stores for each process and rewrites the other constructions to processes. Con-
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current assignments are rewritten to processes and blocks are handled by adding
the signals the block declares to the scope of the processes declared inside the
block. Vector variables or signals declared using the to specifier, where the value
is reversed to match the expected ordering in the Semantics of expressions and
statements.

4 Reaching Definitions Analysis

The main purpose of the Reaching Definitions analysis is to gather information
about which assignments may have been made and not overwritten, when the
execution reaches each point in the program.

The semantics divides signal states into two parts, namely the present value
of a signal and the active value of a signal. Following this the analysis is divided
into two parts as well, one for the active value of a signal and one for local
variables and the present value of a signal. The two parts are connected since
the active values of a signal influence the present value of the signal after the
following synchronization. Therefore we will first define the analysis of active
signals in Section 4.1, and then, that of the local variables and present values of
signals in Section 4.2.

The analysis for active signals is concerned only with a single process, and
thus has no information about the other processes. It collects information about
which signals might be active in order to gather all the influences on the present
value; this information is gathered for the process i by an over-approximation
analysis of the active signals RD∪ i

ϕ . It also collects information about which
signals must be active so that the overwritten signals can be removed from
the analysis result; this information is gathered for the process i by an under-
approximation analysis of the active signals RD∩ i

ϕ .
The analysis of the local variables and present values of signals will be an

over-approximation. It is concerned with the entire program and thus collects
information for all processes at the same time.

Common analysis domains. The analyses use a labeling scheme, a block defini-
tion and a flow relation, similar to the ones described in [9], the only difference
being the wait statements which are given labels and treated as blocks. For each
process i in a program ‖i∈I i : process decli; begin ssi; end process i the
set of blocks is denoted blocks(ssi) and the flow relation is denoted flow(ssi).
Similarly we use init(ssi) to denote the label of the initial block when executing
the process i.

We define the cross flow relation cf for a program as the set of all possible
synchronizations, i.e. cf is the Cartesian product of the set of labels of wait
statements in each process.

The labeling scheme is defined so that each block has a label which is initially
unique for the program. During execution the labels might not be unique within
the processes, but the same label is not found in two different processes. Hence,
we shall sometimes implicitly use that to each label (l ∈ Lab) there is a unique
process identifier (i ∈ Id) in which it occurs.
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The analyses are presented in a simplified way, following the tradition of
the literature (see [9]), where all programs considered are assumed to have so-
called isolated entries (meaning that the entry nodes cannot be reentered once
left). This is reasonable as each process in VHDL1 can be considered as a skip
statement followed by a loop with an always true condition around the statement
defining the process. We shall write FV (ss) for the set of free variables of the
statement ss and similarly FS(ss) for the set of free signals.

4.1 Analysis of Active Signals

The Reaching Definitions analysis takes the form of a Monotone Framework as
given in [9]. It is a forward Data Flow analysis, with both an over- (RD∪ i

ϕ )
and an under- (RD∩ i

ϕ ) approximation part; it operates over a complete lattice
P(Sig� × Lab�) where Sig� is the set of signals and Lab� is the set of labels
present in the program.

In both cases we shall introduce functions recording the required information
at the entry and at the exit of the program points. So for the over-approximation
we have

RD∪ i
ϕentry, RD∪ i

ϕexit : Lab� → P(Sig� × Lab�)

and similarly for the under-approximation

RD∩ i
ϕentry, RD∩ i

ϕexit : Lab� → P(Sig� × Lab�)

To define the analysis we define in Table 4 a function

killiRDϕ : Blocks� → P(Sig� × Lab�)

which produces a set of pairs of signals and labels corresponding to the assign-
ments that are killed by the block. A signal assignment can be killed for two
reasons: Another block in the same process assigns a new value to the already
active signal, or a wait statement in the same process will synchronize all active
signals, and therefore kill all signal assignments.

In Table 4 we also define the function

geni
RDϕ : Blocks� → P(Sig� × Lab�)

that produces a set of pairs of signals and labels corresponding to the assignments
generated by the block.

The over-approximation part of the analysis is defined in terms of the in-
formation that may be available at the entry of the statement. Therefore the
over-approximation part considers a union of the information available at the
exit of all statements that have a flow directly to the statement considered.

The under-approximation part of the analysis is defined in terms of the in-
formation that must be available at the entry of the statement. Therefore the
under-approximation part considers an intersection of the information available
at the exit of all statements that have a flow directly to the statement considered.

The full details are presented in Table 4.
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Table 4. Reaching Definitions Analysis for active signals; labels l are implicitly as-
sumed to occur in process i : process decli; begin ssi; end process i

kill and gen functions for the process i : process decli; begin ssi; end process i

killiRDϕ([s <= e]l) = {(s, l′)|Bl′ assigns to s in process i}
killiRDϕ([wait on S until e]l) = {(s, l′)|Bl′ assigns to s in process i}

killiRDϕ([. . . ]l) = ∅ otherwise

geni
RDϕ([s <= e]l) = {(s, l)}

geni
RDϕ([s(z1 downto z2) <= e]l) = {(s, l)}
geni

RDϕ([s(z1 to z2) <= e]l) = {(s, l)}
geni

RDϕ([. . . ]l) = ∅ otherwise

data flow equations: RDϕ for the process i : process decli; begin ssi; end process i

RD∪ i
ϕentry(l) =

{
∅ if l = init(ssi)⋃
{RD∪ i

ϕexit(l
′)|(l′, l) ∈ flow(ssi)} otherwise

RD∪ i
ϕexit(l) = (RD∪ i

ϕentry(l)\killiRDϕ(Bl)) ∪ geni
RDϕ(Bl)

RD∩ i
ϕentry(l) =

{
∅ if l = init(ssi)⋂̇
{RD∩ i

ϕexit(l
′)|(l′, l) ∈ flow(ssi)} otherwise

RD∩ i
ϕexit(l) = (RD∩ i

ϕentry(l)\killiRDϕ(Bl)) ∪ geni
RDϕ(Bl)

For the under-approximation analysis we define a special intersection op-
erator;

⋂̇
∅ = ∅, and

⋂̇
X =

⋂
X for X 
= ∅, to guarantee that RD∩ i

ϕentry ⊆
RD∪ i

ϕentry, will hold for the smallest solution to the equation systems.

4.2 Analysis of Local Variables and Present Values of Signals

The Reaching Definitions analysis for the local variables corresponds to the
Reaching Definitions analysis given in [9]. For the present value of signals it
will use the result of the Reaching Definitions analysis for active signals. The
idea is that if a signal has an active value when execution of the program arrives
at a synchronization point, then the active value of the signal will become the
present value of the signal after the synchronization.

The result of the Reaching Definitions analysis for active signals can be com-
puted before we perform the Reaching Definitions analysis for local variables
and signals. Hence the result can be considered a static set, and therefore the
Reaching Definitions analysis for local variables and signals remains an instance
of a Monotone Framework.

The Reaching Definitions analysis for present values of signals operates over
the complete lattice P(Sig� × Lab�) and is a forward data flow analysis. It
yields an over-approximation of the assignments that might have influenced
the present value of the signal. Its goal is to define two functions holding the
information at the entry and exit of a given label in the program:
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Table 5. Reaching Definitions Analysis for the local variables and present value of sig-
nals, for all labels l in the program ‖i∈I i : process decli; begin ssi; end process i

kill and gen functions

killcf
RD([x := e]l) = {(x, ?)}∪

{(x, l′)|Bl′ assigns to x in process i}
killcf

RD([wait on S until e]l) =
⋂̇

(l1,...,ln)∈cf,s.t. li=l⋃n
j=1 fst(RD∩ i

ϕentry(lj)) × wS(ssi)

killcf
RD([. . . ]l) = ∅ otherwise

gencf
RD([x := e]l) = {(x, l)}

gencf
RD([x(z1 downto z2) := e]l) = {(x, l)}
gencf

RD([x(z1 to z2) := e]l) = {(x, l)}
gencf

RD([wait on S until e]l) =
⋃

(l1,...,ln)∈cf,s.t. li=l⋃n
j=1 fst(RD∪ i

ϕentry(lj)) × {l}
gencf

RD([. . . ]l) = ∅ otherwise

data flow equations: RD

RDcf
entry(l) =

{
{(x, ?) | x ∈ FV (ssi)} ∪ {(s, ?) | s ∈ FS(ssi)} if l = init(ssi)⋃
{RDcf

exit(l
′)|(l′, l) ∈ flow(ssi)} otherwise

where B and i is uniquely given by Bl ∈ blocks(ssi)

RDcf
exit(l) = RDcf

entry(l)\killcf
RD(Bl) ∪ gencf

RD(Bl)

RDcf
entry, RDcf

exit : Lab� → P((V ar� ∪ Sig�)× Lab�)

The Reaching Definitions analysis for local variables and signals is given in Table
5 and makes use of two auxiliary functions. One is

killcf
RD : Blocks� → P((V ar� ∪ Sig�)× Lab�)

that produces a set of pairs of variables or signals and labels corresponding to
assignments that are overwritten by the block. An assignment to a local variable
will overwrite all previous assignments on the execution path. A signal value can
only be overwritten by a wait statement where at least one of the synchronizing
processes has an active value for the signal. To guarantee that an active value for
a signal is available, the under-approximation analysis (RD∩ i

ϕ ) described above
in Section 4.1 is used.

Since the active signal has to be present in all possible processes the consid-
ered wait statement could synchronize with, an intersection over the set cf of
cross flow information is needed.

The other auxiliary function is

gencf
RD : Blocks� → P((V ar� ∪ Sig�)× Lab�)
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that produces a set of pairs of variables or signals, and labels corresponding
to the assignments generated by the block. Only assignments to local variables
generate definitions of a variable. Only wait statements are capable of changing
a signal’s value at present time. This means that in our analysis signals will get
their present value at wait statements in the processes. The result of the over-
approximation analysis (RD∪ i

ϕ ) contains all the signals that might be active and
thus defines the present value after the synchronization. Therefore we perform
a union over all the signals that might be active in any process, that might be
synchronized with.

Finally, all signals are considered to have an initial value in VHDL1 hence a
special label (?) is introduced to indicate that the initial value might be the one
defining a signal at present time. The operator fst is defined by fst(D) = {s |
(s, l) ∈ D} and extracts the first components of pairs.

5 Information Flow Analysis

The Information Flow analysis is performed in two steps. First we identify the
flow of information to a variable or signal locally at each assignment; this is
specified in Section 5.1. Then we perform a transitive closure of this information
guided by our Reaching Definitions analysis; this is described in Section 5.2
where we also compare the result of our method with that of Kemmerer [8].

The result of the Information Flow analysis is given in the form of a directed
graph. The graph has a node for each variable or signal used in the program,
and an edge from the node n1 to the node n2 if information might flow from n1

to n2 in the program. This graph will in general be non-transitive. To illustrate
this point consider the following programs:

(a): [c := b]1; [b := a]2 (b) : [b := a]1; [c := b]2

In program (a) there is a flow from b to c and a flow from a to b and therefore
the resulting graph shown in Figure 3(a) has an edge from node b to node c and
an edge from node a to node b. There is no flow from a to c and indeed there is
no edge from a to c. In program (b) on the other hand there is a flow from a to
c and the resulting graph shown in Figure 3(b) indeed has an edge from a to c.

5.1 Local Dependencies

It is clear that an assignment of a variable to another variable will cause a flow of
information. As an example, a := b causes a flow of information from b to a. We
also need to consider implicit flows due to conditional statements. As an example,
if c then a := b else null has an implicit flow from c to a because an observer
could use the resulting value of a to gain information about the value of c.

In this fashion we must consider all the statements of VHDL1 and determine
how information might flow. For a VHDL1 program we define a set of structural
rules that define the set of dependencies between local variables and signals. The
analysis is defined using judgments of the form

B ( ss : RM
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(b) c

b

a

(a)

a

c

b

Fig. 3. Result of the Information Flow Analysis for programs (a) and (b)

where B ⊆ (Var∪Sig), ss ∈ Stmt and RM ⊆ ((Var∪Sig)×Lab×{M0, M1, R0,
R1}). Here ss is the statement analyzed under the assumption that it is only
reachable when values of variables and signals in B have certain values. The
result is the set RM containing entries (n, l, Mj) if the variable or signal n
might be modified at label l in ss; we use M0 for variables and present values
of signals and M1 for active values of signals. Similarly, RM contains entries
(n, l, Rj) if the variable or signal n might be read at label l in ss; we use R0 for
variables and present values of signals and R1 for the synchronization of active
values of signals.

The local dependency analysis of the flow between variables and signals is
specified in Table 6 and is explained below. Assignments to variables result in
local dependencies, there are no other statements that causes information to flow
into variables.

For the active signals in a program it holds that information can only flow
to the signal through signal assignment. Hence only the signal assignment con-
tributes dependencies to the resulting set. Notice that the information flowing to
active signals (M1) might come from both local variables and the present value
of signals, but never from the active value of signals.

The variables and signals used in the evaluation of conditions within if and
while statements are collected in the block-set B as they might implicitly flow
into assigned variables or signals in the branches. This is taken care of in rules
[Conditional] and [Loop]. Notice that these rules do not handle termination
or timing channels that might occur.

The synchronization statements (i.e. wait) cause information about the ac-
tive signals to flow to the present value of the same signals. Hence we will update
(writing R1) all signals present in the process considered.

5.2 Global Dependencies

Using the local dependencies defined above we can construct a Resource Matrix
specifying for each point in the program which resources (i.e. a variable or signal)
was modified and which resources were read meanwhile [8]. First we apply the
local dependency analysis on each process in the considered program the result
is collected in RMlo =

⋃
i RMi where ∅ ( ssi : RMi. Then we need to compute

the global dependencies; one way to do this is to take the transitive closure of
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Table 6. Structural rules for constructing a Resource Matrix for the process i :
process decli begin ssi; end process i

[Local Variable Assignment] :

B � [x := e]l : {(x, l, M0)} ∪ {(n, l, R0) | n ∈ FV (e) ∪ FS(e) ∪ B}

B � [x(z1 downto z2) := e]l :
{(x, l, M0)} ∪ {(n, l, R0) | n ∈ FV (e) ∪ FS(e) ∪ B}

B � [x(z1 to z2) := e]l :
{(x, l, M0)} ∪ {(n, l, R0) | n ∈ FV (e) ∪ FS(e) ∪ B}

[Signal Assignment] :

B � [s <= e]l : {(s, l, M1)} ∪ {(n, l, R0) | n ∈ FV (e) ∪ FS(e) ∪ B}

B � [s(z1 downto z2) <= e]l :
{(s, l, M1)} ∪ {(n, l, R0) | n ∈ FV (e) ∪ FS(e) ∪ B}

B � [s(z1 to z2) <= e]l :
{(s, l, M1)} ∪ {(n, l, R0) | n ∈ FV (e) ∪ FS(e) ∪ B}

[Skip] :
B � [null]l : ∅

[Composition] :
B � ss1 : RM1 B � ss2 : RM2

B � ss1; ss2 : RM1 ∪ RM2

[Conditional] :
B′ � ss1 : RM1 B′ � ss2 : RM2

B � if [e]l then ss1 else ss2 : RM1 ∪ RM2

where B′ = B ∪ FV (e) ∪ FS(e)

[Loop] :
B′ � ss : RM

B � while [e]l do ss : RM

where B′ = B ∪ FV (e) ∪ FS(e)

[Synchronization] :

B � [wait on S until e]l : {(s, l, R1) | s ∈ FS(ssi)}∪
{(n, l, R0) | n ∈ B ∪ S ∪ FV (e) ∪ FS(e)}
where ssi is the body of process i in which l resides

the local dependencies; this method is attributed to Kemmerer and is described
in [8] in case of traditional programming languages.

Let us evaluate the traditional method for constructing the Resource Matrix.
For this we consider the program (a) defined above. The result of the transitive
closure will correspond to the graph presented in Figure 3(b), but not to the
true behavior of the program as depicted in the graph in Figure 3(a). This is
due to the flow-insensitivity of the transitive closure method: The imprecision
is a result of the method failing to consider information about the flow between
labels in the programs.
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Table 7. Specialization of RD∪ i
ϕentry and RDcf

entry

[RD for active signals]
(s, li, R1) ∈ RMlo (s, l) ∈ RD∪ i

ϕentry(li)

(s, l) ∈ RD†
ϕ(li)

if ∃−→l ∈ cf : li occurs in
−→
l

[RD for present signals and local variables]

(n, l′, R0) ∈ RMlo (n, l) ∈ RDcf
entry(l′)

(n, l) ∈ RD†(l′)

Table 8. Transitive closure of Resource Matrix, based on RD† and RD†
ϕ

[Initialization]
(n, l, A) ∈ RMlo

(n, l, A) ∈ RMgl
where A ∈ {R0, R1, M0, M1}

[Present values and local variables]

(n′, l′) ∈ RD†(l) (n, l′, R0) ∈ RMgl

(n, l, R0) ∈ RMgl

[Synchronized values]

(s′, li) ∈ RD†(l) (s′, l′′) ∈ RD†
ϕ(lj) (s, l′′, R0) ∈ RMgl

(s, l, R0) ∈ RMgl

if ∃−→l ∈ cf : li and lj occur in
−→
l

Closure based on Reaching Definitions. This motivates modifying the closure
condition to make use of Reaching Definitions information. Indeed the Reaching
Definitions analysis specified in Section 4 supplies us with the needed information
to exclude some of the “spurious flows” when performing the transitive closure.

Before doing so we specialize in Table 7 the result of the Reaching Definitions
analysis to allow a better precision in the closure of the Resource Matrix. The
specialization ensures that definitions are only considered to reach a labeled
construct if they are actually used in the labeled construct. This is done by
considering the result of the local dependency analysis; notice the usage of the
cross flow relation in rule [RD for active signals] which determines if the
signal might in fact be synchronized.

We can now update the specification of the transitive closure using the result
of the Reaching Definitions analysis, as is done in Table 8. We specify a rule for
initializing the Global Resource Matrix [Initialization].

The closure is done by rule [Present values and local variables] consid-
ering the result of the Reaching Definitions analyses for the program. For the
present value of a signal and for local variables we consider each entry in the Re-
source Matrix, if the present value of a variable or signal is read (R0) we can use
the information of the Reaching Definitions analysis to find the label where the
variable or signal was defined. Therefore we copy all the entries about variables
and signals read at this label in the Resource Matrix. This rule also handles the
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Fig. 4. Result of the Information Flow Analysis for program (b)

case where information flows from the variables and signals in a condition on a
synchronization point.

The rule [Synchronized values] uses the result of the Reaching Definitions
analysis to determine which signals were read in the Resource Matrix and follow
them to their definition. When synchronizing signals the matter is complicated
as the signal is defined at a synchronization point, therefore the rule needs to
consider all the information about signals flowing into the synchronization points
that might be synchronized with. Which synchronization points the definition
point synchronizes with is gathered in the cf predicate, hence we apply the
Reaching Definitions analysis for active signals on all the synchronization points
and copy all the entries indicating variables and signals being read from the
point the signal could be defined.

5.3 Improvement of the Information Flow Analysis

For the example program (b) (i.e. [b := a]1; [c := b]2) we previously described
how the Information Flow Analysis would yield the result presented in Figure
4(a). In fact the resulting graph indicates that the resulting value of the variable
b can be read from the resulting value of the variable c, which is entirely correct.
However, the initial value of the variable b cannot be read from the variable c; to
see this consider a scenario where b initially contained a value, this value would
never flow to c, as the first assignment would overwrite the variable.

The Information Flow Analysis based on the Reaching Definitions Analysis
can be improved to handle the initial and outgoing values of signals with greater
accuracy. The idea is to add a node to the graph for each incoming signal,
annotating the incoming node of a variable with a ◦, and for each outgoing
signal, annotating the outgoing node with a •. Using this scheme a more precise
result for program (b) can be constructed as shown in Figure 4(b), where we
consider the last statement to be outcoming and therefore update the Resource
Matrix in the same fashion as for wait statements.

The extension of the analysis is based on adding special variables and signals
for incoming and outgoing values. The rules for improving the information flow
analysis are presented in Table 9 and explained below.

In a traditional sequential programming language the improvement could be
handled by adding assignments of the form x := x◦ for each variable read in
front of the program, and similarly adding assignments x• := x in the end for
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Table 9. Rules for the improved Information Flow Analysis

[Initial values]

(n, ?) ∈ RD†(l)
(n◦, l, R0) ∈ RMgl

[Incoming values]

(n, l′) ∈ RD†(l) l′ ∈ WS

(n◦, l, R0) ∈ RMgl

[Outgoing values]
n ∈ Sigout

(n•, ln• , M1) ∈ RMgl

[Outcoming values]

l ∈ WS (n, l′) ∈ RD†
ϕ(l) (n′, l′, R0) ∈ RMgl

(n′, ln• , R0) ∈ RMgl

handling the outgoing values. Having this in mind we introduce the rule [Initial
values] that uses the special symbol (?) from the Reaching Definitions analysis
to propagate the initial value of a variable or locally defined signal.

VHDL1 consists of processes running as infinite loops in parallel with other
processes and under the influence of the environment. Therefore signals might
carry incoming values at any synchronization point, similarly a process might
communicate values out of the system at any synchronization point. We intro-
duce a new process π to illustrate how the incoming and outgoing signals are
handled. The process has the form

π : process begin [sin
1 <= s◦1]; . . . [wait on Sπ]; [s•1 <= sout

1 ]ls•1 ; . . .
end process π

where sin
1 , sin

2 , . . . are the incoming signals, sout
1 , sout

2 , . . . are the outgoing signals
and Sπ is the set of all incoming and outgoing signals, as specified in the entity
declaration of the program.

The assignments prior to the synchronization point in process π can be syn-
chronized into the system at each wait statement and this is handled by rule
[Incoming values] where WS =

⋃
i WS(ssi) are all the wait statements in the

program.
We add two rules for the outgoing values to the closure method. The first

rule [Outgoing values] specifies a special label for each signal (i.e. the label of
the assignment to n• in process π) used on the left-hand side in an assignment,
at which the signal is set to be modified in the Resource Matrix. The second rule
[Outcoming values] handles the right-hand side of the outgoing assignments
in process π by considering all active signals coming into a wait statement,
the values read when these active signals where modified are the signals that
influence the outgoing value. Sigout is the set of signals that are declared as
outgoing (i.e. with the keyword out in the entity declaration).

6 Results

In order to compare our work to Kemmerer’s method we shall consider part of the
NSA Advanced Encryption Standard test implementation of the 128 bit version
of the encryption algorithm [17]. Both the presented analyses and Kemmerer’s
method have been implemented using the Succinct Solver.
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Fig. 5. Resulting graphs of Kemmerer’s method (a) and our analysis (b) on a shift
function

The analysed programs use several temporary variables. These variables are
overwritten and reused for each input state. The graphs computed by Kem-
merer’s method indicate the problem of the method not taking control flow
information into account; many edges are false positives resulting from the over
approximation. Our analysis correctly eliminates the edges introduced by the
overwritten variables.

To illustrate the difference between the two approaches, we consider the
function shifting rows in a block. The first row is not altered by the function,
while the last three rows are shifted 1, 2 and 3 positions respectively. The values
flow through temporary variables, which are used for all three rows. The function
is preprocessed by unrolling the loops and replacing constants with their values.

The resulting graphs are simplified so that only the nodes for the three shifted
rows are presented. Furthermore we have merged incoming and outgoing nodes
in the graph of our analysis. Therefore both of the resulting graphs for the three
shifted rows have 12 nodes, and are now comparable. Kemmerer’s method is
unable to separate the shifts on each row as shown in Figure 5(a). Our analysis
computes the precise result as shown in Figure 5(b).

7 Conclusion

One main achievement of the paper is the adaptation of the classical notion of
Reaching Definitions analysis from traditional programming languages to real-
time languages in the context of hardware description languages. We performed
a development for a useful fragment of VHDL and correctly deal with the com-
plications due to active and present values of signals. One unusual ingredient is
the under-approximation analysis for active signals in order to be able to specify
non-trivial kill-components for present values.

The other main achievement is the demonstration of the usefulness of the
Reaching Definitions analysis for developing an Information Flow analysis that
is more precise than the traditional method of Kemmerer. The local depen-
dencies were specified by a straightforward inference system in the manner of
information flow analyses. The global dependencies made good use of all aspects
of the Reaching Definitions analysis.
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Furthermore the improved information flow analysis correctly analyses pro-
grams that would incorrectly be rejected by typical security-type systems; as it
is described in the Open Challenge F of [15]. This is due to the fact that the
Reaching Definitions analysis allows us to kill overwritten variables and signals.

The current implementation directly follows the structure of the specifica-
tions given in the previous sections and one can argue that its worst case com-
plexity is O(n5). So far this has posed no problems, however we conjecture that
the implementation can be improved to have a cubic worst case complexity.
The reason is that the analysis basically is a combination of three bit-vector
frameworks (each being linear time in practice) [9] and a cubic time reachability
analysis [1].
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Abstract. A class of fine-grained (FG) parallel models and algorithms
is defined as a generalization of Cellular Automata (CA). It comprises
all CA-modifications, in which two main CA-properties (locality and
parallelism of intercell interaction) are preserved, no constraint being
imposed on state alphabets and transition functions. A set of methods
for composing a complex FG-algorithm out of a number of simple ones is
proposed. To make compatible FG-algorithms with different alphabets,
a number of algebraic operations on cellular arrays are introduced. The
set of proposed composition methods has a two-level structure: the lower
level comprises composition of cell transition functions, while the higher
level deals with global operators on cellular arrays. For each type of
proposed methods an example is given and the domain of application is
determined.

1 Introduction

The problem of finding a proper mathematical model for simulation spatial dy-
namics of a complex phenomenon, which is given by some kind of qualitative or
quantitative description, is sometimes extremely hard. The simulation is usually
associated with a natural process investigation and requires large space-time di-
mensions, as well as the necessity of observing the process evolution in detail.
The above requirements determine the main features of the models to be used.
First, due to their complexity it should be easy to allocate the program on a
number of processors to run it in parallel. Second, the computation should al-
low to construct a visual pattern at any time of the program run. To afford the
above properties the simulation models have to rely upon two main principles: 1)
inherent spatial parallelism, and 2) locality of state transition functions. Nowa-
days these principles characterize a number of spatial dynamics models. All of
them take origin from the classical Cellular Automaton by von-Neumann, being
its modification or generalization, having extended state alphabet (integer, real,
symbolic), and/or arbitrary state transition functions (logical, arithmetic, de-
terministic, probabilistic). Moreover, different modes of operation (synchronous,
� Supported by Presidium of Russian Academy of Sciences, Basic Research Program
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n-step synchronous, asynchronous) are also studied. Being allocated according
to the degree of discreteness, the set of FG parallel models represents a sequence
with Boolean CA on one border, and the so called ”continuous CA” – on the
other border. The latter comprises the explicit form of PDE discretization, and
may be considered as a representative of differential mathematics in a FG-models
community.

By that time a large amount of FG–models of simple natural processes are
proposed and well studied. The most known and practically used are CA models
of diffusion [1], Gas-Lattice [2], phase-separation, pattern formation [3], chemi-
cal reactions [4], etc. Unfortunately, there is no formal procedure to construct a
new fine-grained model according to a given qualitative or quantitative specifica-
tion of the phenomenon to be simulated. It may be done either by experimental
trial-and-error method or by combining simple models to represent the more
complicated ones. The first way is rather heuristic and requires both good ex-
perience in CA modeling and sophisticated understanding of the phenomenon
itself. The second way may be formalized but needs to accumulate case studies
of simple models and develop a set of algebraic operations on them. The latter is
a hard problem born of used alphabets (data types) differentiation, which do not
allow to obey usual arithmetical rules. So, new operations on FG-algorithms are
needed to express the results of several interacting processes, whose known mod-
els are of different type. For example, in reaction-diffusion and prey-predatory
processes, diffusion may be given as a CA, and reaction – as a real function.
Snow-flakes formation may be modeled by a Boolean CA, while if it happens
in active medium, a chemical component should be added. So, to develop com-
position methods in FG domain the models belonging to it should be made
compatible to allow mathematical operations on them. Some particular cases
of composing Boolean CA with real spatial functions have been introduced in
[5,6] for combining diffusion and reaction components. Moreover, some attempts
to create a theoretical foundation for composition is presented in [7]. The main
purpose of this article is to fill the gap and to present composition methods of
FG-algorithms in a generalized and systematic form. To capture all features of
the great diversity of FG-models the more general formalism for FG-algorithms
representation, namely, Parallel Substitution Algorithm [8], is chosen as a math-
ematical tool.

Apart from the Introduction and the Conclusion the paper contains four
sections. The second section contains definitions of the used concepts. In the
third section algebraic operations on cellular arrays are proposed and analyzed.
The fourth and the fifth sections are dedicated to composition methods on local
and global FG-operators, respectively. All methods are illustrated by examples.

2 Formal Statement of the Problem

2.1 Main Concepts and Definitions

Fine-grained algorithms are intended for processing spatially distributed func-
tions, represented by cellular arrays Ω = {(u, m) : u ∈ A, m ∈ M}, which
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are finite sets of pairs (u, m) called cells, u being a cell state variable from the
domain A, referred to as alphabet, m - a cell name from a discrete naming
set M . No constraint is imposed on A, which is allowed to be Boolean vec-
tors AB = {(v1 . . . , vn) : vk ∈ {0, 1}}, real numbers from the closed interval
AR = [0, 1], and a set of symbols AS = A, B, C, ..., K. When any of above al-
phabets is implied the symbol u is used as a state variable. When the precise
indication of the state variable domain is essential, v is used for the Boolean
and z for the real ones. To indicate the state variable of a cell named m both
notations u(m) and um are used.

In the general case the naming set M may be of any kind, but further integer
vector set, representing coordinates of a Cartesian space of finite size is used. For
example, in the 2D case M = {(i, j) : i, j = 0, 1, . . . , N}. A notion m instead of
(i, j) is used for simplify general expressions and to indicate, that they are valid
for any other kind of a naming set. A set of all cellular arrays having identical
naming sets form a cellular array class denoted as ΩM .

A mapping φ : M → M , called a naming function is defined on M . It
determines for any m a neighbor φ(m) with whom a cell is allowed to interact.
For the set M = {(i, j)} naming functions are usually given in the form of
shifts φk = (i + a, j + b), a, b being integers not exceeding a fixed r, called a
radius of neighborhood. By condition, φ0(m) = m. The neighborhood of a cell is
determined by a template as a set of naming functions

T (m) = {m, φ1(m), . . . , φn(m)}, (1)

which associates to each name m ∈ M a number of cell names, thereby deter-
mining the cell neighborhood, which is a subset of cells

S(m) = {(u0, m), (u1, φ1(m)), . . . , (un, φn(m))}, (2)

which is called a local configuration, and T (m) being its underlying template. The
set U(m) = {u0, u1, . . . , un} forms a set of local confugaration state variables.

A cell (um(t), m) changes its state to the next one um(t + 1), m when a local
operator is applied to it, which is expressed in the form of a substitution [8] as
follows

Φ(m) : S(m)→ S′(m), (3)

where S(m) is called a base, and S′(m) – a next state of the substitution.
The underlying templates of S(m) and S′(m) are in the following relation.
T ′(m) ⊆ T (m), which means that some cells may remain unchanged by the
substitution application. These cells form a context of the substitution Φ(m)
with the underlying template T ′′(m) = T (m) \ T ′(m).

The cell states in S′(m) are the results of a cell transition function,

um(t + 1) = f(u0, u1, . . . , un), uj ∈ U(m). (4)

where U(m) is a state variables set of S(m).
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A global operator Φ(Ω), which performs a transition from Ω(t) to Ω(t + 1) is
referred to as a parallel substitution [8]. An execution of a parallel substitution
is the application of (3) to all m ∈ M . There are two main modes of parallel
substitution application to a cellular array. The synchronous mode when all
cells compute their next states in parallel and transit to the next state at once
on time steps t = 0, 1, . . . , ..., changing the global cellular array state, and the
asynchronous mode when the cells execute the transitions at random or in a
certain order. In all cases a computation of Φ(Ω(t)) = Ω(t + 1) is considered as
an iteration. The sequence Ω(0), Ω(1), . . . , Ω(t), . . . , Ω(T ) obtained by iterative
application of a global operator to the initial array Ω(0), is called the evolution.
The time T undicates the terminal step.

With the above notions an FG-algorithm Θ is defined as a global operator
Φ(Ω) which may be applied to any cellular array from a class ΩM , i.e.

Θ = (ΩM , Φ(Ω))

together with the indication of the operation mode. When Φ(Ω) is a single
parallel substitution of the form (3) Θ is considered to be an elementary FG-
algorithm.

2.2 Operations on Cellular Arrays

In any class of cellular arrays ΩM some algebraic operations are defined bellow
to be used as tools in FG-composition methods. Like in any algebraic system
unary and binary operations are recognized.

Unary operations are represented by parallel substitutions, which are consid-
ered to be universal operators due to their great expressive power. In fact, any
mapping ΩM → ΩM may be represented in terms of parallel substitutions [8].
Nevertheless, two particular unary operators: averaging and Boolean discretiza-
tion, are to be distinguished, because they serve as transformers of Boolean
arrays into the equivalent real ones and vice versa.

Averaging of the Boolean cellular array Av(ΩB) is a substitution of the form

ΦAv(m) : Av(m) → {(z, m)}, (5)

applied to all cells m ∈M .

Av(m) = {(v0, ψ0(m)), (v1, ψ1(m)), . . . , (vq , ψq(m))}, (6)

is a base of ΦAv(m), the next state local configuration is a single cell, whose
state is computed according to the following local transition function

z =
1
q

q∑
k=0

vk, vk ∈ {0, 1}, z ∈ [0, 1]. (7)

Boolean discretization of a real cellular array Disc(ΩR) is a single-cell sub-
stitution of the form

ΦDisc(m) : {(z, m)} → {(v, m)}, where v =
{

1, if u < rand,
0 otherwise (8)
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applied to all m ∈ M . In (8) and further rand is a real random number in the
interval [0,1].

The above two transformations are in the following relationship.

Disc(ΩB) = ΩB ,
Av(ΩR) = ΩR,

Disc(Av(ΩB)) = ΩB ,
Av(Disc(ΩR)) = ΩR.

(9)

Binary operators on a class of cellular arrays are defined on the basis of the
requirement that ordinary arithmetical rules be valid for their averaged forms,
i.e.

Ω1 )Ω2 ⇔ Av(Ω1) )Av(Ω2),
u1(m) ) u2(m) ⇔ 〈u1(m)〉 ) 〈u1(m)〉 ∀m ∈ M,

(10)

where ) stands for the cellular array operations: addition ⊕, subtraction +
or multiplication ⊗, and ) stands for arithmetical +,−,×, respectively. Angle
brackets denote averaged state values.

The reason of taking averaged state values as a generalized alphabet is
twofold: 1) to allow ordinary arithmetic to be used for modeling spatial functions
interactions, and 2) to make the results more comprehensive from physical point
of view. The underlying template of the averaging area is chosen at the stage of
simulation problem discretization according to accuracy requirement [9].

From (10) it follows that when all operands have real alphabets, the cellular
array arithmetic coincides with the corresponding real cell-by-cell arithmetical
rules. But when one or both operands have Boolean alphabet, cell-by-cell oper-
ations are not valid. So, if Ω1 has Boolean alphabet, Ω2 has a real one, and a
Boolean arrays Ω3 = Ω1 ⊕ Ω2 is wanted, the single cell local operator with the
following transition function should be used [10].

v3(m) =

{
1 if v1(m) = 0 & rand < z2(m)

(1−〈v1(m)〉) ,

v1(m) otherwise.
. (11)

When Ω3 = Ω1+Ω2 is to be obtained a transition function should be as follows
[10]

v3(m) =

{
0 if v1(m) = 1 & rand < z2(m)

〈v1(m)〉
v1(m) otherwise.

. (12)

Since addition and subtraction are defined on cellular arrays with the alpha-
bet restricted by the interval [0,1], the condition 0 ≤ u ≤ 1 should be satisfied for
all cells (u, m) in the resulting cellular array. If it is not so, the alphabet is to be
renormalized. When both operands are Boolean and Boolean result is wanted,
the values z2 in (11) and (12) should be replaced by 〈v2〉. The above operations
on cellular arrays form a set of tools for constructing complex FG-algorithms of
a number of simple ones.
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The set of FG-algorithms composition methods has two levels of hierarchy.
The lower level (local composition) contains methods which aim to construct a
composed local operator from a number of elementary substitutions. The higher
level methods (global composition) aim to obtain a composed global operator
from a number of parallel substitutions.

3 Local Composition Methods

A local composition operator λ(Φ1(m), . . . , Φl(m)) represents the common func-
tioning of several simple local operators. Being applied to a cell (u, m) it results
in its next state u(t + 1). There are two forms of local composition: sequential
and parallel.

3.1 Sequential Local Composition

The local composition λs(Φ1(m), . . . , Φl(m)) is said to be sequential, when l
sequential substeps are needed to obtain the next state um(t + 1).

The operation used for local sequential composition is a local superposition,
i.e. application of a substitution Φk(m) to the result of Φ(k−1)(m), so that the
result is a single local operator of the following form.

Φ(m) = Φl(Φl−1(. . . (Φ1(m)))), (13)

When the transition functions fk(Uk) and fg(Ug) of the form (4) in the compo-
nent substitutions Φk and Φg, k, g = 1, . . . , l, have different complexities, the
sequential substep times τk(m) and τg(m), may be different, i.e. τk(m) 
= τg(m).
So, the time step needed for a cell to transit to the next iteration is as follows.

τ(m) =
l∑

k=1

τk(m), (14)

In case when all τk(m) are identical, τ(m) = lτ(m). Obviously, the time step for
the global transition should be taken not less than the maximal τ(m) over all
m ∈M .

In the general case local superposition is neither commutative nor associative,
i.e. if Φ1 
= Φ2 
= Φ3, then

Φ1(Φ2(m)) 
= Φ2(Φ1(m)),
Φ3(Φ2(Φ1(m)) 
= (Φ3(Φ2))(Φ1(m)). (15)

The above two properties are very important, because the results of the simu-
lation may differ essentially if the order of superpositions is changed. Although
in case of long evolution, the repetitive sequence of superpositions, for example,
such as Φ1(Φ2(Φ1(Φ2(m) . . .))), makes the composition insensitive of the sub-
stitution being the first. If it is not the case, the only way to make the result
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independent of the order of substitutions in the composition is their random
choice at any step of application (the Monte-Carlo method).

Example 1. A chemical reaction of CO oxidation over platinum metals, studied
by means of a number of kinetic and continuous models [4,11], is represented by
a local superposition of elementary substitutions as follows. The cellular array
Ω(A, M) corresponds to a metallic plate, each site on it being named by (i, j) ∈
M, |M | = N × N . The alphabet contains three symbols A = {a, b, 0}, so that
(a, (i, j)), (b, (i, j), and (0, (i, j)) are cells corresponding to the sites occupied by
the molecules of CO, O or being empty, respectively. In the initial array all
cells are empty. The reaction mechanism consists of the following elementary
molecular actions in any cell named (i, j).

1) Adsorption of CO from the gas: if the cell (i, j) is empty, it becomes
occupied by a CO molecule with probability pa.

2) Adsorption of O2 from the gas: if the cell (i, j) is empty and has an empty
neighbor, both become occupied by a molecule of oxygen with probability pb.
One of the four neighbors of the cell (i, j) is chosen with probability pn = 0.25.

3) Reaction of oxidation of CO (CO+0 → CO2): if the cell (i, j) occurs to
be in a CO state and its neighbor in O state, then the molecule CO2, formed by
the reaction, transits to the gas and both cells become empty. The neighbor to
be tested for the cell (i, j) is chosen with probability pn = 0.25.

4) Reaction of oxidation of CO (O+CO → CO2), which is the same than in
3) but the cell (i, j) is in a state O and its neighbor is in the state CO.

The above chemical process is expressed in terms of a local superposition
Φ(i, j) =Φ4(Φ3(Φ2(Φ1(i, j)))) of the following substitutions:

Φ1(i, j) : {(0, (i, j))} → {(a, (i, j))}, if pa > rand,
Φ2(i, j) : {(0, (i, j))(0, φk(i, j))} → {(b, (i, j)), (b, (φk(i, j))},

if ((k − 1)pn < rand < kpn) & pb > rand)
Φ3(i, j) : {(a, (i, j))(b, φk(i, j))} → {(0, (i, j)), (0, (φk(i, j))},

if ((k − 1)pn < rand < kpn))
Φ4(i, j) : {(b, (i, j))(a, φk(i, j))} → {(0, (i, j)), (0, (φk(i, j))},

if ((k − 1)pn < rand < kpn))

(16)

In (16), each substitution Φl(i, j) (l=1,2,3,4) represents a molecular action
mentioned in lth point in the above description of of the process. In Φ2, Φ3,
and Φ4, the naming function φk(i, j), k ∈ {1, 2, 3, 4}, indicates to one of the
four neighbors of the cell (i, j), namely φ1(i, j) = (i, j + 1), φ2(i, j) = (i +
1, j), φ3(i, j) = (i, j − 1), φ4(i, j) = (i− 1, j).

Following [4], where Monte-Carlo simulation method is applied, i,e, asyn-
chronous mode of simulation is chosen, the composed local operator Φ(i, j)
should be applied N×N times to randomly chosen cells of Ω to obtain Ω(t+1).

In fig.1 three snapshots of the simulation process are shown, the initial cellular
array Ω(0) = {(0, (i, j)) : ∀(i, j) ∈ M}, |M | = 200× 200 with periodic boudary
conditions.
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Fig. 1. Three snapshots of the simulation process given as a sequential local composi-
tion of the substitutions (16) with |M | = 200 × 200. Black pixels stand for CO, gray
pixels – for 0, and white pixels – for empty sites

3.2 Parallel Local Composition

A local composition λp(Φ1(m), . . . , , Φl(m)) is called parallel, when all l compo-
nent substitutions are executed in parallel, i.e. simultaneously or independently.

When the substitutions to be composed are completely independent, that is

Tk(m) ∩ Tg(m) = ∅ ∀g, k,∈ {1, . . . , l},

parallel local composition is referred to as trivial.
When it is not the case, the set of substitutions should meet the condition of

noncontradictoriness [8]. Necessary and sufficient conditions for two substitutions
Φk and Φg to be noncontradictory are as follows. If there exists m ∈ T ′

k(m) ∩
T ′

g(m), with T ′
k(m) and T ′

g(m) being the underlying templates for S′
k(m) and

S′
g(m), respectively, then

(uk, m) ∈ S′
k(m)&(ug, m) ∈ S′

g(m) ⇒ uk = ug.

In other words, no cell with the same name may occur in different states at
the same time-step. Some methods for providing a parallel substitution set to
be noncontradictory are given in [8]. All of them require a great amount of
computation. So, it seems reasonable to use the most simple sufficient noncon-
tradictoriness condition. In terms of the next state local configurations it is as
follows.

T ′
k(m) ∩ T ′

g(m) = ∅,
S′

k(m) ∩ S′
g(m) = ∅, ∀k, g ∈ {1, . . . , l}. (17)

On the other hand, to operate in common, component substitution transition
function should use common variables, i.e. each cell next state is the function
of the state values of cells in local configurations of all substitutions under the
composition.

uk(t + 1) = fk(U1(m) ∪ U2(m) ∪ . . . ∪ Ul(m)) ∀k = 1, . . . , l,
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where Uk(m), k ∈ {1, . . . , l} is a set of local configuration state variables from
Sk(m). Hence, the bases of the component substitutions as well as their under-
lying templates, should have nonempty intersections.

Sk(m) ∩ Sg(m) 
= ∅,
Tk(m) ∩ Tg(m) 
= ∅ ∀k, g ∈ {1, . . . , l}, (18)

Combining (17) and (18) the condition for nontrivial local parallel substitution
is formulated as follows. The component substitutions may have nonempty in-
tersections only by their context parts.

T ′
k(m) ∩ T ′

g(m) = ∅
T ′′

k (m) ∩ T ′′
g (m) 
= ∅ ∀k, g ∈ {1, . . . , l}, (19)

From the above it follows, that, as distinct from a sequential case, a parallel
local composition is represented by a set of substitutions, i.e.

λ(Φ1(m), . . . , Φl(m)) = {Φ1(m), . . . , Φl(m)},

such that for any Φk : Sk(m) → S′
k(m), k = 1, . . . , l, the following holds.

S′
k(m) ∈ Ωk, Sk(m) ∈ Ω, Ω =

l⋃
k=1

Ωk (20)

Example 2. A one-dimensional prey-predatory process in [12] is represented in
the form of the following PDE system.

ut = duuxx + fu(u, w)
wt = dwwxx + fw(w, u),

where du, dw are diffusion coefficients for the two species, respectively.

fu(u, w) =
(35 + 16u− u2

9
− w

)
u, fw(u, w) =

(
u− 5 + 2w

5

)
w. (21)

In (21) u stands for predatory (fish) density, w stands for prey (plakton) density
in an area of the ocean. When explicit scheme of time and space discretization is
used the above process is expressed in terms of a fine-grained algorithm with real
alphabet. Since two species are involved in the process, the composed parallel
local operator requires the naming set to be the union of two isomorphous parts:
Mu = {iu} and Mw = {iw}, iu, iw = 0, 1, . . . , N . Space and time steps for both
parts being identical, hu = hw = h, τu = τw = τ . The alphabet is a set of
reals, state variables being denoted as u, w. The local configurations bases have
three cells according to diffusion term discrete representation. Hence, the parallel
composition consists of two following substitutions.

Φu(iu) : {(ui−1, iu − 1), (u, iu), (ui+1, iu + 1), (w, iw)} → {(u(t + 1), iu)},
Φw(iw) : {(wi−1, iw − 1), (w, iw), (wi+1, iw + 1), (u, iu)} → {(w(t + 1), iw)},

(22)
the next states being as follows.
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u(t + 1) = u + Du(ui−1 − 2u + ui+1 + τfu(u, w)),
w(t + 1) = w + Dw(wi−1 − 2w + wi+1 + τfw(u, w)), (23)

where Du = τdu/h2 and Dw = τdw/h2

Fig. 2. Three snapshots of of the simulation of the prey-predatory process given by a
parallel local composition (22) with |N | = 251. Black line stand for u(iu), gray line
stands for for w(iw)

From (21) it is seen that with u(iu) = 5, w(iw) = 10, iu, iw = 0, 1, . . . , N , the
system is stable and nothing is going on. But, when at any place the equilibrium
is violated (Fig.2, t=0), then redistribution over the space starts on, resulting in
propagating oscillations. In Fig.2 three snapshots u(i), w(i) with t = 0, t = 1000,
and t = 3000 of the process evolution are shown. The simulation is performed
with the following parameters: the time-step τ=0.03 sec, the space-step h=120
cm, diffusion coefficients du = 0.0125cm2/sec, dw = 0.1du, which yields in Du =
(τdu/h2) = 0.05, Dw = 0.005.

4 Global Composition Methods

The global composition γ(Φ1(Ω), . . . , Φl(Ω)) is a representation of common func-
tioning of a number of global operators, expressed in terms of parallel substi-
tutions. Like in the case of local composition, sequential and parallel global
compositions are distinguished.

4.1 Sequential Global Composition

The global composition Φ(Ω) = γs(Φ1(Ω), . . . , Φl(Ω)) is said to be sequential,
when a set of parallel substitutions are applied sequentially on cellular arrays
with identical naming sets, each next operator Φk+1 being applied to the result
of the previous one, Ω(k + 1) = Φk(Ωk), k = 1, . . . , l. So, each iteration consists
of l sequentially applied parallel substitutions, the result being a single global
operator. The substep times τ1, . . . , τl, as well as the modes of operation may
differ in different components. So, (13) is valid for sequential global composi-
tion, having regard to the fact that each τk is the timestep for Φk(Ω). Hence,
the timestep of the composed global operator τ depends also on the mode of
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operation of the components at any time being not less than the sum of time
steps of all of them.

The operation used for the sequential global composition is a global superpo-
sition.

Φ(Ω) = Φl(Φl−1(. . . (Φ1(Ω)))), (24)

Like in the local case, superposition of global operators is neither commuta-
tive nor associative. So, it is important to keep strictly the order of superposition
prescribed by the process under simulation.

Example 3. A 2D phase separation process in an active medium is represented
as a global superposition of three FG-algorithms: phase separation Boolean CA
[13], Boolean diffusion by Margolus [1], and a nonlionear reaction function.

Phase separation CA is as follows.

Φ1(Ω1) : {(vk, φk(i, j)) : φk(i, j) = (i + g, j + h), g, h ∈ {−2, 0, 2} →
{(v′, (i, j))} ∀(i, j) ∈M,

(25)

where

v′ =
{

1, if s < 24 or v = 25,
0, if s > 25 or v = 24.

where s =
2∑

g=−2

2∑
h=−2

vi+g,j+h.

Diffusion CA is represented as follows.

Φ2(Ω2) : {(v0, (i, j)), (v1, (i + 1, j)), (v2, (i + 1, j + 1)), (v3(i, j + 1))} →
{(v′0, (i, j)), (v′1, (i + 1, j)), (v′2, (i + 1, j + 1)), (v′3, (i, j + 1))},
∀(i, j) ∈M.

(26)

where

v′k =
{

v(k+1)mod4, if (rand > 0.5 & tmod2 = imod2 = jmod2 = 0),
v(k−1)mod4, if (rand < 0.5 & tmod2 = imod2 = jmod2 = 1),

k = 0, 1, 2, 3, rand is a random number in the interval [0,1]. From (26) it follows
that diffusion component iteration has two substeps:an even substep when the
even local configurations cell states are changed, and an odd substep when the
odd local configurations cell states are updated. Changing states in local configa-
rations is shifting them in the configuration blocks clockwise or counterclockwise
with probability p = 0.5.

The activeness of the medium is modeled by a reaction function, which is
given as a real function F (z) = 0.5z(1 − z), which should be applied to each
cell state of the array. Since the real function application to a Boolean array Ω2

requires the latter to be averaged, the resulting cell states should be computed
as F (〈vij〉), which is expressed in terms of substitution as follows.

Φ3(Ω2) : {(〈vij〉, (i, j))} → {(v′ij , (i, j))}, ∀(i, j) ∈M, (27)
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where
v′ij = 0.5〈vij〉(1− 〈vij〉, ) 〈vij〉 ∈ [0, 1].

If a Boolean array is wanted as a final result, then Ω3 = Φ3(Ω2) should be
discretized according to (8).

So, the composed global operator is Φ(Ω) = Φ3(Φ2(Φ1(Ω1))). The composi-
tion has been applied to an initial Boolean cellular array Ω(0) with randomly
distributed v = 1 with the density Av(i, j)) ≈ 0.5 for all (v, (i, j)) ∈ Ω(0), border
conditions being periodic. In Fig.3 three snapshots of the process are shown, cel-
lular arrays being averaged for making the observation more comprehensive. It
is seen that on the first iterations the total amount of the substance decreases,
but if some concentrated spots remain large enough, the chemical activeness
enhances their growth up to the saturation.

Fig. 3. Three snapshots of averaged cellular arrays of the phase separation process
simulation according to the superposition of parallel substitutions given as (25),(26)
and (27)

4.2 Parallel Global Composition

The global composition γp(Φ1(Ω), . . . , Φl(Ω)), is called parallel, if all its global
components are to be executed in parallel. If therewith they do not interact, each
functioning on its own cellular array and using its own variables, i.e. the condition
(17) is met, then composition is referred to as a trivial parallel composition.

If the substitutions to be composed are functioning in common interacting at
every iteration, then noncontradictoriness conditions are to be satisfied. In case
of global parallel composition they are as follows.

T ′
k ⊂ M ′

k T ′
g ⊂ M ′

g

Mk ∩Mg = ∅ Ωk ∩Ωg = ∅, ∀k, g = 1, . . . , l.
(28)

It is clear, that from (28) the condition (17) for local parallel composition is
straightforward, from what it appears, that any global parallel composition is
locally parallel. The contrary is not always true.
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In order to provide common functioning, the component substitutions should
use common state variables from any cellular array involved in the composition.
Thus, the underlying templates of the substitutions bases have nonempty in-
tersections, i.e. (18) is satisfied. Hence, they belong to the common naming set
M =

⋃l
k=1(Mk).

From the above it follows, that a parallel global composition is a set of
substitutions

γp(Φ1(Ω1), . . . , Φl(Ωl)) = {Φ1(Ω), . . . , Φl(Ω)},

each being a branch of a parallel computation, where

Φk(Ω) : Sk(m)→ S′
k(mk) Sk(m) ∈ Ω, S′

k(mk) ∈ Ωk, (29)

and

Ω =
l⋃

k=1

Ωk (30)

all Mk, k = 1, . . . , l being identical, and, hence, all Ωk, belong to one and the
same class ΩM .

Example 4. Phase separation process given by a CA Φ1(Ω1)) as a substitution
(25) in Example 3, may also be simulated by the following PDE [6].

ut = 0, 2(uxx + uyy)− 0.2(u− 0.1)(u− 0.5)(u− 0.9), (31)

After applying exlicit scheme of discretization which corresponds to a tem-
pate

T (i, j) = (u0, (i, j), (u1, (i− 1, j)), (u2, i, j + 1)), (u3, (i + 1, j)), (u4, (i, j − 1)),

the equation (31) takes a form of the following parallel substitution.

Φ2(Ω2) : {(u, (i, j)), (u1, (i− 1, j)), (u2, (i, j + 1)), (u3, (i + 1, j)), (u4, (i, j − 1))}
→ {(u(t + 1), (i, j)}.

(32)
In order to compare the evolutions generated by the above two phase sep-

aration algorithms, a parallel composition γp(Φ1, Φ2, Φ3) is constructed, where
Φ1(Ω1) given by (25) and Φ2(Ω2) given by (32) are functioning independently
and the third algorithm computes at every iteration the absolute value of the
their difference, Ω3(t) = |Ω2(t)+Ω1(t)|, Ω3(t) = {(z, (i, j))} being a real cellular
array.

Φ3(Ω) : {(〈v(i, j)〉, (i, j)} − {(u, (i, j)} → {(z(t + 1), (i, j)},
∀(i, j) ∈M3,

(33)

where according to (7) and (10)

z(t + 1) =
1
q

∣∣∣∣ q∑
k=0

vk − z

∣∣∣∣, q = |Av(i, j)|.

In Fig.4 three snapshots of Φ3(Ω) are shown.
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Fig. 4. Three snapshots of global parallel composition simulating the difference (33)
between PDE (31) and CA phase-separation model (25)

Of course, the composition of composed algorithms is also allowed provided
that all components are on the one and the same level. It means, that in local
compositions only locally composed components may be used. Similarly, in global
compositions only global ones may serve as components, which is on no account
a constraint due to the fact that any global operator is a local one applied to all
cells of the cellular array.

5 Conclusion

The proposed methodology of fine-grained algorithm composition allows to ex-
tend the domain of their application. Due to the introduced operations on cellu-
lar arrays with Boolean and real data types, it diminishes the gap between two
main types of spatial dynamics models: cellular automata and partial differential
equations. Explicit numerical methods of PDE solutions may be considered as a
bridge across the gap which makes possible the use of both types of models in a
single complex simulation task. It seems to be very important in view of modern
computational technologies oriented to be implemented on multiprocessor sys-
tems, because of the simplicity and efficiency of fine-grained algorithms parallel
realization.
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Abstract. Situated Multi Agent System models are characterized by
the fact that the environment in which these autonomous entities are
placed has an explicit spatial structure influencing their behaviours and
interactions. Coordination mechanisms for agents exploiting the contex-
tual spatial information can be defined. In particular this paper focuses
on issues and proposed solutions related to the coordinated change of
state for agents positioned in adjacent places.

1 Introduction

Agent coordination represents a very active and challenging area of the research
in Multi-Agent Systems (MAS). The term coordination refers to the interaction
mechanisms that allow autonomous agents to select and carry out their actions
within a concerted framework. The separation of the agent computation model,
specifying the behaviour of a single agent, from the coordination model is a
proposal that goes back to the early nineties [6]. In particular, the concept of
Linda tuple space [5] and the related coordination language is the most diffused
metaphor adopted by current coordination languages and approaches. The basic
model has been enhanced in order to allow a distributed implementation of the
conceptually centered tuple space [14]. Moreover tuple spaces have been also
extended to allow the specification of tuple-based coordination media presenting
reactive and programmable behaviours (see, e.g., [12,13,4]), and also the specifi-
cation and enforcement of organizational abstractions and constraints (e.g. roles,
access control rules) to agent coordination [15].

Situated MASs (see, e.g., [1,8,17]) are particular agent based models which
provide the representation and exploitation of spatial information related to
agents and their position into the environment they inhabit. While the previously
defined approaches to agent coordination provide general-purpose coordination
languages and mechanisms, situated MASs present issues that could benefit from
specific mechanisms for agent interaction. For instance, the concept of field (i.e.
a signal that agents may spread in their environment, which can influence the
behaviour of other entities) has been widely adopted for the generation of coor-
dinated movements (see, e.g., [2,8]). This kind of mechanism is devoted to the
interaction of agents which may be positioned on distant points of their space,

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 114–128, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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but there can be situations in which agents which are in direct contact (consid-
ering a discrete representation of agents’ environment) may wish to perform a
coordinated change in the respective state (for instance in order to model the
exchange of information) without causing modifications in the environment. In
fact, field based interaction and other approaches focused on modelling agent en-
vironment, are intrinsically multicast interaction mechanisms that may be useful
to represent actions and interactions that should be observable by other enti-
ties in the system. However this observability property should not automatically
characterize all possible actions and interactions of a Multi Agent model. To
this purpose, Multilayered Multi Agent Situated System (MMASS) [1] defines
the reaction action which allows the coordinated change of the states of agents
which are positioned in sites forming a clique (i.e. a complete subgraph) in the
spatial structure of their environment. This operation, which also allows a direct
exchange of information among the involved entities, is not observable by other
agents. The aim of this paper is to describe issues related to coordinated changes
in the state of situated agents, and propose approaches for the management of
these issues, with specific reference to the reaction MMASS action.

The following section will better describe the problem, showing how existing
situated MAS approaches tackle the issue of coordinated agent change of state.
Section 3 will focus on the design and implementation of mechanisms support-
ing coordinated change of state of situated agents, discussing synchronous and
asynchronous cases. Conclusions and future developments will end the paper.

2 Coordinated Change of State in Situated MASs

Despite most agent definitions emphasize the role of the environment, currently
most model do not include it as a first class abstraction. The number of situated
MAS models (that are models providing a representation of spatial features of
agent environment) is thus relatively small, and the topic of coordinating the
change of state of situated agents is still not widely analyzed.

One of the first approaches providing the possibility to define the spatial
structure of agents’ environment is represented by Swarm [10]. Swarm and plat-
forms derived by it (e.g. Repast1, Mason [7]) generally provide an explicit rep-
resentation of the environment in which agents are placed, and often provide
mechanisms for the diffusion of signals. Nonetheless they generally represent
useful libraries and tools for the implementation of simulations, but do not pro-
vide a comprehensive, formally defined interaction model. In other words they
do not provide support to the coordinated change of state among agents, but
just define and implement a spatial structure in which agents, and sometimes
signals, may be placed. Moreover, they generally provide a sequential execution
of agents’ behaviours (that are triggered by the environment, which is related to
the only thread of execution in the whole system). This approach prevents con-
currency issues and allows to obtain compact and efficient simulations even with
a very high number of entities. The price of these characteristics is essentially
1 http://repast.sourceforge.net
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that agents are not provided with a thread of execution of their own (i.e. they
have a very limited autonomy and proactiveness), and the execution of their
behaviours is sequential (although not necessarily deterministic).

The Co-Fields [8] approach and the Tuples On The Air (TOTA) middle-
ware [9] provide the definition and implementation of a field based interaction
model, which specifically supports this kind of interaction that implies a local
modification of agents’ environment. However the defined interaction mechanism
does not provide the possibility to have a coordinated change of agent state
without such a modification. A different approach to the modelling and imple-
mentation of situated MAS [17] instead focuses on the definition of a model
for simultaneous agent actions, including centralized and (local) regional syn-
chronization mechanisms for agent coordination. In particular, actions can be
independent or interfering among each other; in the latter case, they can be
mutually exclusive (concurrent actions), requiring a contemporary execution in
order to have a successful outcome (joint actions), or having a more complex
influence among each other (both positive or negative).

The previously introduced MMASS model provides two mechanisms for agent
interaction. The first is based on the concept of field, that is a signal that may be
emitted by agents, and will spread in the environment according to its topology
and to specific rules specifying field diffusion functions. These signals may be
perceived by agents which will react according to their specific behavioural spec-
ification. The model also defines the possibility for having a coordinated change
of agent state through the reaction operation. The outcome of this joint action
depends on three factors:

• agents’ positions : reacting agents must be placed in sites forming a complete
subgraph in the spatial structure of the environment;
• agents’ behavioural specifications : agents must include compatible reaction ac-
tions in their behavioural specification;
• agents’ willingness to perform the joint action: one of the preconditions for
the reaction is the agreement among the involved agents.

The following section will discuss issues related to the design and imple-
mentation of this operation, but several considerations are of general interest in
the development of mechanisms supporting the coordinated change of state for
situated agents.

3 Reaction

Reaction is an activity that involves two or more agents that are placed in sites
forming a clique (i.e. a complete subgraph) and allows them to change their state
in a coordinated way, after they have performed an agreement. The MMASS
model does not formally specify what this agreement process consists of, and how
the activities related to this process influence agent behaviour. This choice is due
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begin
turn:=0;
do

begin
localContext:=environment.sense(turn);
nextAction:=actionSelect(localContext);
outcome:=environment.act(nextAction,turn);
if outcome<>fail then

turn:=turn+1;
end

while(true);
end

Fig. 1. Agent behaviour thread in a synchronous situation.

to the fact that such an agreement process could be very different in different
application domains (e.g. user authentication, transactions). For instance, in
some of these situations an agent should block its activities while waiting for the
outcome of the agreement process, while in others this would be unnecessary.
Especially in a distributed environment this agreement process could bring to
possible deadlocks, and in order to better focus this subject, more details on
internal mechanisms related to agent, to the environment and its composing
parts must be given.

3.1 Synchronous Environments

In synchronous situations a global time step regulates the execution of agents
actions; in particular, every agent should be allowed to carry out one action per
turn. In order to enforce synchronicity, the management of system time step and
agent actions can be delegated to agents’ environment, that they invoke not only
for functional reasons (i.e. perform an action which modifies the environment)
but also to maintain system synchronicity (i.e. agent threads are put into a
wait condition until the environment signals them that the global system time
step has advanced). This proposal assumes that agents are provided with one
thread of execution, and also provides that the environment has at least one
thread of execution of its own. In fact the environment is responsible for the
management of field diffusion (more details on this subject can be found in [3]),
other modifications of the environment (as consequences of agents’ actions), and
to enforce system synchronicity.

In the following, more details on agent and environment activities and threads
of execution will be given; the situation that will be considered provides one
thread for every agent, and a synchronous system. The described approach is
valid both for centralized and for distributed situations; in the latter case one of
the sites must be elected as a representative of the whole environment, and inter-
actions with the environment can be implemented through a remote invocation
protocol (e.g. RMI or others, according to the chosen implementation platform).

Agent Behaviour Management Thread. The sequence of actions performed
in the agent behaviour thread is the following:
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begin
turn:=0;
do

begin
until(forall i in 1..n, agent_i.actionperformed=true)

begin
collect(agent_i,action,agentTurn)
if agentTurn=turn then

begin
manage(agent_i,action, turn);
agent_i.actionperformed:=true;
end

else
agent_i.wait();

end
turn:=turn+1;
forall i in 1..n

agent_i.actionperformed:=false;
notifyAllAgents();
end

while(true);
end

Fig. 2. Environment behaviour thread in a synchronous situation

– sense its local context : in order to understand what are the actions whose
preconditions are verified, the agent has to collect information required for
action selection, and more precisely: active fields in the site it is positioned
on and adjacent ones; agents placed in adjacent sites, and their types;

– select which action to perform: according to the action selection strategy
specified for the system (or for the specific agent type), the agent must
select one action to be performed at that turn (if no action’s preconditions
are satisfied, the agent will simply skip the turn);

– perform the selected action: in order to perform the previously selected ac-
tion, the agent must notify the environment, because the action provides
a modification of agent’s local context or even simply to maintain system
synchronicity.

The last step in agent behavioural management cycle may cause a suspension
of the related thread by the environment. In fact an agent may be trying to
perform an action for turn t while other ones still did not perform their actions
for turn t− 1. A pseudo-code specification of agent behavioural thread sequence
of activities is shown in Figure 1. Agents must thus keep track of current turn
and of the previously performed action. In fact, as will be introduced in the
following subsection, system dynamics might require an agent to reconsider its
action when it is involved in a reaction process.

Environment Management Thread. The environment, more than just man-
aging information on agents’ spatial context, also acts as a monitor in order
to handle concurrency issues (e.g. synchronization, agreements among agents).
Agents must notify the environment of their actions, and the latter will manage
these actions performing modifications to the involved structures (e.g. sites and
active fields) related to the following turn. The state of the current one must be
preserved, in order to allow its sensing and inspection by agents which still did
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procedure reactionManagement(agent, action, turn)
begin
involvedAgents:=action.getReactionPartners();
reactingAgents:=new list();
reactingAgents.add(agent);
agreed:=true;
forall agent_i in involvedAgents

begin
if agent_i.agreeReaction(involvedAgents) = false then

begin
agreed:=false;
break;
end

reactingAgents.add(agent_i);
end

if agreed=true then
forall agent_i in reactingAgents

agent_i.performReact(turn);
else

forall agent_i in reactingAgents
agent_i.notifyFailure(turn);

end

Fig. 3. Reaction management procedure in a synchronous situation

not act in that turn. The environment may also put an agent into a wait con-
dition, whenever performing its action would break system synchronicity. This
wait ends when all agents have performed their action for the current turn, and
thus all entities are free to perform actions for the next one. The environment
must thus keep track of the actions performed by agents in the current turn, and
then notify waiting agents whenever system time advances. More schematically,
a pseudo-code description of the environment thread of execution is shown in
Figure 2. In particular the manage function inspects the specified action (which
includes the required preconditions and parameters), checks if it is valid and
then calls the appropriate subroutines which effectively perform actions. The
previously introduced sequences require a slight integration to specify how re-
action actions are managed. In this case the beginning of an agreement process
stops other agent actions until this process is over, either positively (when all
other involved agents agreed) or negatively (when the agreement failed). In this
way, also system time advancement is stopped until the reaction process is over,
preserving system synchronicity.

The reaction is triggered by the agent which first requires the execution of
this action to the environment. The latter becomes the leader of the group of
involved agents, queries them asking if they agree to take part in the reaction, if
an agreement is reached it signals them to change their state, then starts again
the normal system behaviour, allowing the advancement of global system time
step and thus agent execution. More schematically the environment procedure
devoted to the management of reaction is shown in Figure 3. An agent receiving
a notifyFailure will have a fail outcome, and thus will not advance its time
step and will start over again its behavioural cycle for the current turn. The
reactionManagement procedure is one of the specific subroutines invoked by
the the environment thread of execution previously shown in Figure 2 through
the manage function.
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1.1: actionDone

1: trigger

Fig. 4. A sample scenario illustrating the evolution of a centralized synchronous
MMASS system

Examples. A sample scenario illustrating the evolution of a centralized syn-
chronous MMASS system is shown is Figure 4. Scenario (a) provides the presence
of a set of agents (Agent-1, . . . , Agent-n), which do not require the execution of
reaction actions. The system dynamics is the following:

• Agent-2 performs a trigger (action 1);
• Agent-1 emits a field (action 2) and as a consequence the environment per-
forms its diffusion (action 2.1);
• Agent-2 also tries to perform an emission (action 3), but the environment puts
it into a wait condition, as other agents did not perform their actions in that
turn;
• agents that are not shown in the Figure perform their actions, which are man-
aged by the environment;
• eventually Agent-n performs a transport action (action n), and as a conse-
quence the environment performs its movement (action n.1), advances system
time (action n.2) and eventually notifies agents. Agent-2 emit action (action 3)
will now be managed.
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begin
do

begin
localContext:=mysite.sense();
nextAction:=actionSelect(localContext);
outcome:=site.act(nextAction);

while(true);
end

Fig. 5. Agent behaviour thread in an asynchronous situation

A different case is shown in scenario (b), which exemplifies the sequence
generated by a reaction request. Agent-1, Agent-2 and Agent-3 are positioned
in sites forming a clique. In this case system dynamics is the following:

• Agent-3 performs a trigger (action 1);
• Agent-1 requires the environment to perform a reaction with Agent-2 and
Agent-3 (action 2);
• as a consequence to this request, the environment asks Agent-2 if it intends
to agree in preforming the reaction (action 2.1) and it receives a positive reply
(action 2.1.1); the environment then asks Agent-3 if it wishes to reconsider its
action for the current turn (action 2.2); the agent performs anew an action
selection (action 2.2.1) and decides to agree(action 2.2.1);
• the environment indicates all involved agents that they must perform the
reaction (actions 2.3 – 2.5) and then advances system time.

Discussion. The previously described approach to the management of agents,
their cycle of execution, their environment and reaction mechanisms provides a
key role of the environment, which represents a sort of medium ensuring specific
properties, and especially system synchronicity. This is a global feature of the
system, and the simplest way to ensure it is to have a conceptually centralized
unit to which all entities must refer in order to perform their actions. This
medium and coordination models providing a centralized medium (e.g. a tuple
space) seem thus similar, in fact, both provide an indirect interaction among
agents and must tackle issues related to the concurrent access to shared resources.
The main difference is the fact that, for instance, a Linda tuple space does not
provide abstractions for the definition of spatial information (e.g. a topology,
an adjacency relation), that should be modelled, represented and implemented.
An interesting feature of advanced artifact based interaction models, and more
precisely reactive and programmable tuple spaces, is the possibility to specify
a behaviour for the artifact, which could be a way to implement interaction
mechanisms defined by the MMASS model.

The described approach provides computational costs that could be avoided,
in a centralized situation, by providing a single thread of execution, preventing
synchronization issues by activating agents in a sequential (although non nec-
essarily deterministic) way (i.e. adopting the approach exploited by Swarm–like
simulation platforms). Whenever autonomy and proactiveness are not central
elements in agent modelling, this could be a feasible and cost effective choice.
It could be the case of simulations characterized by a large number of enti-
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begin
do

begin
reactionRequest:=mysite.getReactionRequest();
newReactManager:=new ReactManagerThread(reactionRequest);
newReactManager.start();

while(true);
end

Fig. 6. Agent reaction detection thread in an asynchronous situation

ties endowed with very simple behavioural specification. However, the described
approach can useful when integrating into a single environment entities char-
acterized by a higher degree of autonomy, proactiveness and heterogeneity (for
instance, reactive and deliberative agents developed with deeply different ap-
proaches).

3.2 Asynchronous Environments

In an asynchronous situation, the mechanisms for the management of agents
and their interactions with the environment, are on one hand simpler than in
a synchronous case (i.e. there is no need to ensure that every agent acts once
per turn), but can also be more complex as there are less constraints on action
timings. In a centralized situation, it is still possible to delegate the management
of shared resources to an environment entity, whose task is actually simpler than
in a synchronous situation as it does not have to maintain global system syn-
chronicity, although it must guarantee the consistent access to shared resources.
In a distributed and asynchronous situation, even if it would be possible to elect
a single representative of agents’ environment (like in the synchronous and dis-
tributed case, described in the previous Section), this possibility would represent
a bottleneck and is not even necessary. In fact, the main reason for the presence
of a single representative of agent environment was to assure system synchronic-
ity. This Section will then focus on a distributed and asynchronous scenario, and
will describe a distributed approach providing the collaboration of sites, instead
of a single centralized environment, for the management of coordinated change
of agents’ states.

Agent Related Threads. As previously introduced, agents will now collab-
orate directly with the sites they are placed on, and their behavioural threads
must thus be changed. A pseudo-code formalization of agent behaviour thread
in an asynchronous situation is shown in Figure 5.

Another change that can be introduced in the agent is the presence of a
distinct thread for the management of reaction requests. In fact the agreement
process required by the reaction process can require a certain number of in-
teraction among agents which are placed in computational units spread over a
network. This means that a relevant delay may occur from the beginning of an
agreement process and its outcome (either positive or negative). Being in an
asynchronous situation there is no need to stop agent behavior in order to wait
for this process to end. An agent may be provided with three kinds of threads:
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begin
myReactAction:=this.getAction(reactionRequest);
if myReactAction<>null then

begin
if reactionRequest.author <> this then

begin
agreed:=checkAgreement(reactionRequest);
site.replyReactReq(reactionRequest, agreed);
end

if agreed=true then
begin
agreemReached:=site.getReactAgreement(reactionRequest);
if agreemReached=true then

this.changeState(myReaction.nextState);
end

end
else

site.replyReactReq(reactionRequest, false);
end

Fig. 7. Agent reaction management thread in an asynchronous situation

– its behavioural thread, which is very similar to the one related to the syn-
chronous situation, and whose structure is shown in Figure 5;

– a thread which is devoted to the detection of reaction requests; this thread
is responsible to query the site for pending reaction requests (which may
occur concurrently) and start the third kind of thread which will manage
the agreement process; a pseudo-code formalization of this thread is shown
in Figure 6;

– threads that are devoted to the effective management of the reaction process;
a pseudo-code formalization of this thread is shown in Figure 7. This kind
of thread must check if the agent effectively agrees to perform the reaction,
through the checkAgreement invocation (only if it is not the one which ac-
tually started the reaction process). This means that first of all the agent
must have a react action matching the one specified by the request (this is
checked through the getAction invocation). Then it must wait the notifi-
cation of the success or failure of the agreement (the getReactAgreement
invocation may in fact suspend this thread) and, in the former case, change
the agent state.

Site Related Threads. Similar considerations on the internal structure of
agents may be also done for sites. The latter act as a interfaces between agents
and the rest of the environment, and must manage events generated both in-
ternally and externally. In particular, internal events are generated by an agent
that is positioned on the site, and more precisely they are the following ones:

– sense the local context : the site must provide an agent with the information
it needs to select which action it may perform (active fields in the site and
adjacent ones, agents in adjacent positions and related types);

– transport request : when an agent attempts a transport action, the site it is
positioned on must communicate with the destination one in order to verify
if it is empty, and eventually allow the agent movement, which frees the
current site;
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– reaction request : upon reception of a reaction request by the overlaying agent,
the site must propagate it to involved agents’ sites, which in turn will notify
them. The site must wait for their replies and then notify all involved entities
of the agreement operation outcome; in other words, the site where the
reaction is generated is the leader of the group of involved sites; a pseudo-
code formalization of the reaction management procedure for the leader site
is shown in Figure 8;

– field emission: when a field is generated in a site it must be added to the
set of active fields present in the site, and it must be propagated to other
adjacent sites according to the chosen diffusion algorithm.

With reference to reaction, and especially on the selection of a leader site,
there are some additional elements that must be integrated with the previous
description of site behaviour. In an asynchronous environment, there is the pos-
sibility that two agents concurrently start two related reactions. For instance,
given three agents A, B and C, placed in sites forming a clique, agent A and
Agent B require their respective sites to react among themselves and with agent
C. There is not a single site which started the reaction, so a leader must be
chosen. Whenever this kind of situation occurs an election protocol must be in-
voked. The first and probably simplest solution, is to associate a unique identifier
related to every site (a very simple way of obtaining it could be the adoption of
a combination of the IP address and TCP port related to the site) and assume
that the one with the lowest identifier becomes the leader of the reaction group,
and others will behave as the reaction request was generated by the leader.

Externally generated events are consequences of internal events generated by
agents in other sites; more precisely they are the following ones:

– inspect the site: upon request, the site must provide to adjacent sites infor-
mation related to active fields and to the presence (or absence) of an agent
in it;

– diffusion propagation: when a field generated in a different site is propagated
to the current one the latter must evaluate its value through the related
diffusion function and, if the value is not null, it must propagate the field to
other adjacent sites according to the adopted diffusion algorithm;

– reaction request : upon reception of a reaction request by the leader of a
reaction group, the site must forward it to the overlaying agent, wait for
its response and transmit it back to the leader; then it must wait for the
outcome of the reaction and notify the overlaying agent; a more schematic
description of non-leader sites behavior for management of reaction is shown
in Figure 9;

– transport : when a remote agent attempts a transport action, the destination
site must verify if its state has changed from the previous inspection per-
formed by the agent, and if it is still empty will allow the transport action,
blocking subsequent incoming transports.

Site is thus responsible for many concurrent activities; the proposed approach
provides thus to endow a site with two threads, respectively detecting internal
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procedure reactionManagement(agent, action)
begin
involvedAgents:=action.getReactionPartners();
reactingAgents:=new list();
reactingAgents.add(agent);
agreed:=true;
forall agent_i in involvedAgents

begin
adjSite:=agent_i.getSite();
adjSite.reqAgreement(action);
end

until(forall a in involvedAgents, a.gotResponse)
begin
if receiveAgreeResp(agent_i,action) = false then

begin
agreed:=false;
break;
end

reactingAgents.add(agent_i)
end

if agreed=true then
forall agent_i in reactingAgents

begin
adjSite:=agent_i.getSite();
adjSite.performReact(action);
end

else
forall agent_i in reactingAgents

begin
adjSite:=agent_i.getSite();
adjSite.performReact(adjSite);
end

end

Fig. 8. Reaction management procedure for the leader site in an asynchronous situation

and external events. These threads are also able to generate additional ones
which effectively manage these events.

Inter-thread Communication. Both agents and sites are provided with a
set of threads which must be able to communicate among themselves in a
safe and consistent way. For instance, agent reaction management thread in
an asynchronous situation communicates to the underlying site by means of a
replyReactRequest invocation (see Figure 7). The latter performs a write op-
eration on a thread-safe queue, that is a structure with synchronized accessors
(observers and modifiers) that may be accessed by site threads but also by the
ones related to the agent that is placed on it. The replyReactRequest invoca-
tion inserts an event in this queue, and notifies threads that were waiting for
the generation of events. In this case the thread interested in the agent reply to
the reaction request is the one related to the underlying site which effectively
manages the agreement process with other involved entities. It could be either
the leader, which is put into a wait condition by the and the receiveAgreeResp
invocation (see Figure 8), or any other involved site, which is put into a wait
condition by a getReactReply invocation (see Figure 9).

Precautions on Network Communication. So far the possibility to have
failures in network transmission was not considered, as the design of a robust dis-
tributed protocol for reaction management is not the focus of this work. Moreover
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procedure reactionManagement(site, action)
begin
if this.agent <> null then

begin
this.agent.notifyReaction(action);
agreed:=getReactReply(agent,action);
site.replyReact(agreed);
if agreed=true then

if site.reqAgreement()=true then
this.agent.setReactAgreement(action,true);

end
else

site.replyReact(false);
end

Fig. 9. Reaction management procedure for non-leader sites in an asynchronous situ-
ation

the chosen technologies supporting network communication could implement
mechanisms assuring a reliable form of communication. However, considering the
simple loss of messages related to the orchestration of reaction, a simple protocol
providing the transmission acknowledgements and the definition of timeouts in
order to avoid deadlock situations could be easily implemented. Whenever this
kind of issue is detected, the agents’ threads related to the management of reac-
tion could simply try to repeat the whole process from the beginning. Moreover,
the fact that every agent is related to multiple threads of control, greatly reduces
the dangers and issues related to possible deadlocks: the agent behaviour thread
is separated from the management of reactions, and the same can be said for
what concerns site specific functions (e.g. threads related to field diffusion are
separated from those managing reactions). Thus, a failure in a reaction process
does not hinder the possibility of the agent to continue its behaviour, leaving
aside the specific reaction that caused the problem. The price of these advantages
is that agents and sites are more complex from a computational perspective, and
require more resources both in terms of memory and processor time. There are
also functional requirements that must be considered: the execution of an action
during an agreement process might change the preconditions that brought an
agent to accept the reaction proposal. This could represent a serious issue, and
in this case the possibility of the reaction management thread to temporarily
block the agent behavioural one should be introduced, suitably exploiting the
inter thread interaction mechanism.

Discussion. Some of the concurrency issues that were described in this Section
are common also in direct agent interaction models. In fact, they are generally
designed to work in an asynchronous situation in which messages may be sent
and received at any time. In order not to miss any message, the communica-
tion partners require some kind of indirection mechanism and structure (e.g.
mailboxes in Zeus [11], and queues in Jade [16]).

Unlike the synchronous approach, in this case no single entity managing the
coordinated change of state among agents is provided. While managing this kind
of operation in a distributed way provides a more complex implementation of
sites, to which this activity is delegated, this approach seems more suitable in
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distributed situations, unless synchronization is absolutely necessary. In fact, a
single entity managing this operation may represent a bottleneck and a single
point of failure, hindering system robustness.

4 Conclusions and Future Developments

The paper has discussed issues related to the coordinated change of state for
situated MASs, proposing specific solutions for synchronous and asynchronous
situations. In particular, the MMASS reaction action was considered as a specific
case of coordinated change of state in situated agents, but most considerations
are of general interest in the design and implementation of mechanisms support-
ing this form of coordinated action in situated MASs. In particular the approach
described in [17] provides a similar approach to situated agents coordination: in
fact it provides a centralized synchronization, similar to the one provided by
the environment described in Section 3.1. A distributed mechanism for agent
coordination is also described, but it provides a personal synchronizer for every
agent while in the approach described in Section 3.2 every site is responsible for
providing this kind of service to the hosted agent.
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Abstract. The goal of our investigation is to find automatically the best
rule for a cell in the cellular automata model. The cells are either of type
Obstacle, Empty or Creature. Only Creature can move around in
the cell space and can perform one of the four actions: if the path to the
next cell is blocked: turn left or right, if the path is free: move ahead and
simultaneously turn left or right. The task of the creature is to cross all
empty cells with a minimum number of steps. The behavior was modeled
using a variable state machine represented by a state table. Input to the
state table is the neighbor’s state in front of its moving direction. The
goal is to find the absolutely best rule in the set of all possible rules.
The search space grows exponentially with the number of states. As
simulation, testing and evaluating the quality are very time consuming
in software, the migration of the problem to a parallel hardware platform
is a promising solution. In order to reduce the computation time, the
search procedure was (1) implemented in hardware and (2) solutions
which are equivalent under state permutations were not generated and
(3) solutions which show or expect bad or trivial behavior were excluded
as soon as possible in a preselection phase. Exactly six different five-state
algorithms could be detected, which allow to cross all empty cells for all
the given initial configurations. We described this model in Verilog HDL
and in AHDL. A hardware synthesizing tool transforms the description
into a configuration file which was loaded into a field programmable gate
array (FPGA). Hardware implementation offers a significant speed up of
many thousands compared to software.

1 Introduction

We are presenting results of the project “Behavior of Artificial Creatures and
their Simulation under Massively Parallel Hardware”. The general goal of the
project is the design of a massively parallel model which allows describing many
moving and learning creatures in artificial worlds. The simulation of such models
is very time consuming and therefore the model should be massively parallel in
such a way that it can efficiently be supported by special hardware or multipro-
cessor systems. There are many fields of applications for such artificial worlds:
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– Synthetic worlds: Games, genetic art, optimization of the behavior of the
creatures to reach global goals, social behavior, self organization.

– Computational worlds: Creatures are considered as active moving objects.
Passive objects contain data. Creatures are programmed or are able to learn
to solve a complex algorithmic problem.

2 Previous Work

Cellular Automata (CA). The popular CA model dates back to J. von Neu-
mann. Well known are the self replication rules of Von Neumann and Conway
(LIFE). In our group the language CDL [7] was defined to describe such rules
in an easy and concise way. CDL was enhanced to CDL++ [8] in order to de-
scribe moving objects and features to resolve conflict situations. A number of
FPGA-based configurable special processors were developed to support the CA
model in hardware (CEPRA family) [9]. We have shown that CA can efficiently
be implemented in FPGA logic reaching speed-ups up to thousands compared
to software implementations on a PC [6][5].

Global Cellular Automata (GCA). [10, etc.] For the simulation of artificial
worlds direct communication between arbitrary cells should be available. The
CA model offers only local communication. Global communication between re-
mote cells has to be emulated step by step through local communication. A new
massively parallel model called GCA was defined, which allows direct access to
any remote cell. The model is more complex than the CA, but it can still be
computed in a synchronous parallel way like the CA because there are no write
conflicts. As the model allows long distance communication it is better suited
for complex Artificial Life problems. This model will not be used for the pre-
sented problem but is well suited for problems where creatures can move and
communicate over long distances in one time step. Other related models are the
PSA [1] model and the pointer machines [15].

Other Work. This work is related to the general research field Artificial Life.
Steven Levy gives in his book [12] an overview over this field. Thomas Ray
[14], an American environmentalist and bio-scientist has developed a simulation
program allowing the simulation of artificial individuals. The individuals are
able to mutate and they survive only if they have certain fitness. He developed
the language TIERRA to describe the behavior of the individuals by simple
programs based on 32 different instructions. Individuals are able to learn and
to use program parts from other individuals. There is a lot of other relevant
work which will not be discussed here in detail, like Genetic Algorithms, Neural
Networks, Classifier Systems, and Rule Based Learning Models. The task to find
a path to all cells is also related to space filling curves like the Hilbert curve and
to the snake tiling problem [11]. In [13] an agent learns smart behavior which is
stored in a FSM table using a reinforcement learning procedure.
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3 The Task: Cross All Empty Cells in Shortest Time

We have studied a simplified problem in order to perceive the open questions
and to find some first solutions in the context of learning creatures. The problem
is defined as follows.

Consider a two-dimensional grid of cells. There are three types of objects:
Obstacle, Empty, or Creature. Border cells and obstacles are both modeled
as Obstacle and they are located at fixed positions. Creature is a more
complex type with a simple brain and it is able to move around. All these
objects act according to a given set of rules which are as follows: Creature is
variable in nature, it can move within the space from one place to other but it
cannot go to a cell where a border cell or an obstacle is placed. At any time the
creature can look in a certain direction one cell ahead and it will move in that
direction if possible.

The actions. The creature may perform four different actions.

– R (turn Right)
– L (turn Left)
– Rm (turn Right and move) move forward and simultaneously turn right
– Lm (turn Left and move) move forward and simultaneously turn left

If the path (one cell ahead) is not free because of obstacle or border, either
action R or L will be performed. If the path is free, either action Rm or Lm is
performed (fig. 1).

(a)    if not free then L                      or R

(b)     if free then Lm           or Rm

Fig. 1. The actions of the creature

Initial configuration. At the beginning the number and the placement of the
obstacles are given. Also the creature is placed in a certain start position with
a defined direction.

Goal. The goal is to find an optimal and simple local algorithm for the creature
to cross a maximum number of empty cells with a minimum number of time
steps for a given set of initial configurations.



132 M. Halbach and R. Hoffmann

3.1 CA-Model of the Moving Creature

To keep the problem simple, the moving of the creature is emulated in the CA
model according to the following rules (in simplified pseudo code). The center
cell is called My.

Rule for My.Type = Empty
(a1) {CASE Free}

if (Neighbor.Type = Creature) and
(Neighbor.Direction points to My) then
My.Type := Creature //create (move by copy)
My.Direction := TurnRight/Left (Neighbor.Direction) //new direction

Rule for My.Type = Creature
(a2) {CASE Free}

if (ahead Neighbor.Type = Empty) then My.Type := Empty //delete
(b) {CASE not free}

My.Direction:= TurnRight/Left (My.Direction) //only turn R, L

In case a1 and a2 where a creature can move ahead in its direction, it changes
its own type to Empty (case a2) and at the same time a new creature will be
created by the empty cell ahead of the creature (case a1). In case b where the
cell cannot move, it will only turn right or left.

3.2 Behavior of the Creature

The behavior of the creature can be either fixed or variable. We have experi-
mented with a variable behavior in order to find optimal solutions for our prob-
lem. In our first approach we use a variable state machine for that purpose.
The state machine can also be seen as control logic, intelligence or brain of the
creature.

To study the basic problems with variable behavior (fig. 2) we reduced the
intelligence to a minimum. The intelligence is stored in a state machine with two
state tables called TableFree and TableNotFree. Input to the tables is the state S
which is either 0 or 1 (if the brain is modeled only with two states). TableFree is
selected if the creature is able to move, TableNotFree is selected if the creature
cannot move because an obstacle or border is in front.

The principle of operation will be explained for the case of two states. There
are totally 256 different two-state algorithms, because each table consists of four
bit. The tables can be concatenated to one table with 8 bit information. These
8 bits can be represented as a number. E. g. the algorithm 0x39 shown in fig. 2
is abbreviated 0R1L-1R0L. The number 0x39 is the hexadecimal equivalent to
0011-1001, where R is coded with 0 and L is coded with 1. The first part 0R1L
is the line by line contents of TableNotFree, the second part is the line by line
contents of TableFree. The second part can also be written as 1Rm0Lm, where
Lm means: turn left and move, Rm means: turn right and move. This algorithm
can be represented clearer as a state graph (fig. 2(c)).
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Fig. 2. Table driven state machine (a, b). Two-state algorithm 0x39 as state graph (c)

In the general case where the different values of the states, inputs and outputs
are not restricted to powers of two, the number of different algorithms will be

N = (s y)(s x)

where s is the number of used states, x is the number of different input states
and y is the number of different output actions. The set of N algorithms can
be divided into classes of equivalent algorithms with respect to state encoding
permutations. Note that N increases dramatically which makes it impossible to
check sequentially the quality of all algorithms in a reasonable time.

We liked to characterize the number of possible algorithms with a smaller
number. We have defined the “capacity of intelligence” (COI) to be the minimum
number of bits which are necessary to code all possible algorithms including
permutations.

COI = ld N, or N = 2 COI

For example x = y = 2, s = 5: N = (2s)2s = 1010. COI(1010) = 33.2. In
our implementation using a binary state table the states, inputs and outputs are
coded in different bit strings. For the above example the state table has a size
of 64 bits.

4 Experimental Result of Optimal Rules

We have evaluated all two-state, all four-state and all five-state rules. Whereas
we were able to check all four state-algorithms in optimized software, we needed
hardware support to check all five-state-algorithms (see section 5).

The two-state table contains 8 bit of information. Each code corresponds to
a certain algorithm.

Input to the state-machine algorithm is the old control state S and the signal
X = CreatureCanMove . Output is Y = L/R. In case of X = true the creature
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turns left or right and moves forward, in case X = false the creature turns left
or right without moving. The creature can learn and optimize the algorithm by
itself. Before implementing the procedure to detect the optimal rule in hard-
ware we used a software simulation which tried out all possible algorithms by
enumeration and evaluation.

for all algorithms do
for all configurations do

count the cells which are crossed and how many steps are needed
evaluate the quality

All algorithms were tested for the following five configurations (fig. 3).

Fig. 3. The initial configurations 1 to 5 from left to right

In order to reduce simulation time, algorithms (tables) were deleted in ad-
vance if not all possible states are used. Also the further simulation was aborted
when a path turned out to be a loop or the number of crossed cells did not
increase after a certain time.

Two-State Algorithms. The best average algorithms found are algorithm 0x39
with 61 % crossed cells and algorithm 0x6C with 60 % crossed cells (table 1).
The number of time steps (generations) was big enough that no improvement
over time was possible. It can be realized, that no two-state algorithm exists,
which is able to cross all cells for all these configurations.

Table 1. The best two states algorithms 0x39 = 0R1L 1R0L and 0x6C = 0L1R 1L0R

Crossed Cells config. 1 config. 2 config. 3 config. 4 config. 5 crossed % av.

Empty cells 50 64 58 53 48

Algorithm 0x39 50 22 28 34 34 61 %

Algorithm 0x6C 50 28 10 36 41 60 %

Another result of the analysis is that only 144 of the 256 algorithms are real
two-state algorithms, where both states are reached or used. Before simulation
an algorithm can formally check the bit pattern if it is a real two-state algorithm
or if it is trivial. By this technique the simulation time was significantly reduced.
Only 19 of the 144 algorithms allow the creature to cross 42 to 61 % of the empty
cells. Many of the algorithms yield bad or unacceptable results mainly because
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they cyclically cross the same cells in a loop without any improvement after
having visited a certain number of cells.

Four-State Algorithms. As expected the four-state algorithms lead to better
results compared to two-state algorithms. The algorithms with four states, one
input and one output can be represented by a 24 bit table, meaning that 224

different algorithm have to be checked. The COI is 24.
The five best algorithms found are:

– A4: Algorithm 0x0E67D5 = 0R1L2R3R 1L3L1R2L
– B4: Algorithm 0x7E0A72 = 1L3L2R0R 2L0L3R1R
– C4: Algorithm 0x1EACCC = 0R3L2L1R 3R1L0L2R
– D4: Algorithm 0x1EA8F1 = 0R3L2L1R 2R1L3R0L
– E4: Algorithm 0x95EDD4 = 2R2L1L3R 3R3L1R2R

For each algorithm a number of equivalent algorithms were found, which
only differ by the state encoding. However, the initial state is always state 0.
The state graphs for the algorithms A4 and B4 are shown in fig. 4.

Algorithm A4 is not able to reach all cells of the configuration 2 and 3. Algo-
rithm B4 is not able to reach all cells of the configuration 4, even if the number of
generations (computation steps in the CA model) is very high (tested for 40 000).
Algorithms C4 and D4 are not able to reach all cells of the configuration 2 and
4. Algorithm E4 is not able to reach all cells of the configuration 1, 2, 3, and 4.
Only the algorithm B is able to reach all cells of the empty configuration 2 of
size 8× 8.
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Fig. 4. The best four-state algorithms. Dotted line: creature cannot move. Continuous
line: creature can move

Note that the performance of the algorithm depends on the starting position
and starting direction of the creature, the size of the field and on the number
and arrangement of the obstacles.

Another criterion for the performance of the algorithms is the speed, meaning
how fast the cells are crossed. Figure 5a shows for the first configuration with
many scattered obstacles that the five algorithms differ in their speed. Algorithm
E4 is the fastest, but it is not able to cross all cells. Algorithm B4 is slower than
E4, but it can cross all cells. The other algorithms are even slower and cannot
cross all cells.
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Table 2. Four-state Algorithms

crossed cells config. 1 config. 2 config. 3 config. 4 config. 5 crossed % av.

max 50 64 58 53 48

algorithm A4 50 60 56 53 48 97 %

algorithm B4 50 64 58 50 48 97 %

algorithm C4 50 60 58 48 48 96 %

algorithm D4 50 60 58 47 48 95 %

algorithm E4 48 60 47 48 48 91 %
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Fig. 5. The speed of the algorithms for the first configuration of (a) 4 states and (b) 5
states

The optimizations needed minutes to days on a regular PC, depending on
the field size, number of initial configurations, and the capacity of intelligence.
In order to speed up the optimizations significantly, the problem was mapped
into programmable FPGA logic.

Five-State Algorithms. There are 1010 different algorithms with five states,
one input and one output. It would take a very long time to test all algorithms
by software. For example

n = 64 cells, 5 configurations, 200 simulation steps, on simulation step =
100ns
t = 64× 5× 200× 10−7 s× 1010 = 64× 106 s = 741 days.

Therefore we implemented the procedure in hardware using FPGA technol-
ogy. The best six algorithms are

– A5: Algorithm 0x4368021759 = 2R1L3R4R0R 1R0L3L2L4L
– B5: Algorithm 0x1852634790 = 0L4R2L1R3R 1L2R3L4L0R
– C5: Algorithm 0x1827435690 = 0L4R1R3L2R 1L2L3R4L0R
– D5: Algorithm 0x5126834790 = 2L0L1R3R4R 1L2R3L4L0R
– E5: Algorithm 0x4368021597 = 2R1L3R4R0R 1R0L2L4L3L
– F5: Algorithm 0x4379021685 = 2R1L3L4L0R 1R0L3R4R2L

All and only these six algorithms are able to cross all empty cells (100 %)
for all configurations. The speed of the first four algorithms is shown in fig. 5b.
Algorithm A5 is the fastest for all configurations on average. It needs 1164 steps
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to reach all 273 empty cells for all configurations. (Mean step value 1164/273 =
4.26). Compared to the 4-state algorithms the 5-state algorithms are faster in
general.
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Fig. 7. One of the best six-state algorithms

The state-diagram (fig. 6) of algorithm A5 and B5 show a more complex
behavior compared to the 4-state algorithms which results in the better perfor-
mance.

In order to analyse the behavior of the creature, one could detect the cycles
or watch the behavior if the paths are always blocked or always free. So a graph
can be split into two graphs, one with dotted arcs and one with continues arcs.
For example algorithm A5 dotted represents the sequence (RRRRL*)* + L*,
where * means repetition. But by the moment we are not able to detect clear
relations between the graph’s structure and the behavior.

We are just investigating the 6-state algorithms. The best 6-state algorithm
(fig. 7) we detected needs only 959 generations to cross all cells of the five
configurations. This means a mean step value of 959/273 = 3.51 which is 21 %
faster compared to the best 5-state algorithm.

5 Some Details of the Hardware Implementations

The hardware for the cell field is described in the hardware description languages
Verilog and AHDL and synthesized into basic logic, which can be loaded into
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a FPGA. We used the Altera chip Cyclone EP1C20F324C7 and the Quartus II
tools for the synthesis. The major part is the “CA-world” which calculates the
movement of the creature on the surface. In order to reduce the amount of logic,
the CA-world is divided into the two parts (surface and creature). The hardware
consists of the following parts.

1. Surface: An array of simple cells which are either of type Boarder or
Empty. Because of hardware limitations the environment is limited to the
size of 16× 16 in a first step.

2. Creature: One complex cell containing the position, the actual state, the
direction and the ability to turn left or right.

3. Evaluation: Counters and test logic which are used to control the simulation
and evaluation of the behavior.

4. Control Logic: The control logic starts, stops, and synchronizes the differ-
ent parallel emulations and allows communicating with the host computer.

5. Glue Logic: This part connects the other parts, for instance the connection
of 1. and 2. yields the CA model.

Two phases are needed for operation: The initialization and the calculation
phase. In the initialization phase obstacles are placed on the surface, the position
of the creature is defined and the evaluation logic is reset. In calculation mode
the creature moves around until the amount of crossed fields doesn’t increase for
a certain time.

Our example consists of five possible surfaces, so we can calculate them in
parallel. Each of the five “worlds” operates on the same algorithm. Whensoever
the behavior an one surface is too bad, the calculations on the other surfaces
don’t need to be continued. By this method the time of finding the best algorithm
can be reduced.

Algorithms where a state can only be reached but never left can be excluded
because they are not powerful enough. In the same way some algorithm repre-
sentations can be excluded without loosing results, e. g. one kind of permutation:
a state transition is only allowed if the difference between the destination and
start state numbers is less than 2.

The best results are preselected and transferred via USB to a computer
(host). For verification it is possible to simulate and observe a selected “world”
step by step using a direct connection to the hardware. For all these hardware
parts 8,423 logic cells were needed on the FPGA, which is around 41 % of the
chip capacity. The maximum clock frequency which can be achieved is 62.05 MHz
for this chip. Compared to a software solution on a PC the total speed-up is in
the range of many thousands which has been shown in another investigation [4].

6 Conclusion and Future Work

We implemented a learning moving creature both in software and in hardware.
The creature has the task to cross as many as possible empty cells using a local
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algorithm. This algorithm can be seen as the brain of the creature which imple-
ments a certain behavior. A variable state machine was used for the hardware
and software implementation of the algorithm. The synthesized hardware allows
working massively parallel yielding to speed-ups of many thousands compared
to software simulation on a PC.

All 256 two-state algorithms, all 214 four-state algorithms and all 1010 five-
state algorithms have been investigated systematically. Only one four-state algo-
rithm was found, which is able to cross all cells of the 8× 8 empty configuration
2. Six five-state algorithms were found which are able to cross all empty cells of
all configurations. Also the speed of the five-state algorithms is higher than for
the four-state algorithms.

The goal is to discover better algorithms using a higher capacity of intelli-
gence. The capacity intelligence can be enhanced by increasing the number of
states, the number of inputs from the environment or the number and type of
outputs (actions).

There is a lot of interesting future work to do, like:

– Find efficient and robust behaviors for a higher capacity of intelligence.
– Analyze and evaluate the performance of the algorithms in relation to the

state graph.
– Speeding up the optimizing procedures.
– Use more complex worlds and tasks.
– Improve the hardware architectures.
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Abstract. In this paper we present an all-optical network architecture
and a systolic routing protocol for it. The r-dimensional optical butterfly
(OBF) network consists of r2r nodes and r2r+1 edges. Processors are
deployed at the level 0 (identical to level r) nodes of the network. Routing
is based on the use of cyclical control bit sequence and scheduling. The
systolic routing protocol ensures that no electro-optical conversion is
needed in the intermediate routing nodes and all the packets injected
into the routing machinery will reach their target without collisions. A
work-optimal routing of an h-relation is achieved with a reasonable size
of h.

1 Introduction

Optics offers a possibility to increase the bandwidth of intercommunication net-
works. Optical communication offers several advantages in comparison with its
electronic counterpart, for example, a possibility to use broader bandwidth and
insensitivity to external interferences. These advantages have been covered, e.g.,
by Saleh and Teich in their book [12].

Our work is motivated by another kind of communication problem, namely
the emulation of shared memory with distributed memory modules [6]. If a
parallel computation has enough parallel slackness, the implementation of shared
memory can be reduced to efficient routing of h-relation [14]. An h-relation is a
routing problem where each processor has at most h packets to send and it is
the target of at most h packets [1]. An implementation of an h-relation is said
to be work-optimal at cost c, if all the packets arrive at their targets in time
ch. A precondition for work-optimality is that h is greater than the diameter
φ of the network and the network can move Ω(nφ) packets in each step, where
n is the number of processors. Otherwise slackness cannot be used to ”hide”
diameter influenced latency [6]. For an r-dimensional optical butterfly (OBF)
having n = 2r processors the diameter φ = r fulfills this condition.

Butterfly networks are widely used in intercommunication machineries. There
are several reasons to the popularity of butterfly networks. Firstly, they have a
simple recursive structure. Secondly, in a r-dimensional butterfly any input p is
linked to any output p′ by a unique path of length r [7]. Most of implementations
of butterfly based networks use packet switching as the routing strategy [7,9,13].

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 141–150, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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A drawback of packet switching is that routing decisions must be done in elec-
tronic form. Liu and Gu have presented an all-optical implementation based on
wavelength-division multiplexing (WDM) in their paper [8]. An advantage of
their implementation is that electro-optic conversions are avoided. A disadvan-
tage is that a number of wavelengths and wavelength converters are needed to
realize connections [8].

In this work we present an all-optical network architecture and a systolic
routing protocol for it. The r-dimensional optical butterfly network consists of
r2r nodes and r2r+1 edges. Processors are deployed at the level 0 nodes of the
network. Routing nodes are connected to each other by optical links. In this
paper we present a novel packet routing protocol, called the systolic routing
protocol. Additionally, when a packet is injected into the routing machinery,
neither electro-optic conversions are needed during its path from source to tar-
get processor nor any collisions may happen between two distinct packets. An
r-dimensional OBF can route an h-relation in Θ(h) time, if h ∈ Θ(n log n).
Section 2 presents the internal structure of routing nodes and the structure of
OBF network. In Section 3 we introduce the systolic routing protocol. Section
4 presents the analysis of our construction. Section 5 sketches conclusions and
future work.

2 Optical Butterfly with Systolic Routers

We study on the r-dimensional structure of OBF of diameter φ = r and having
n = 2r processing nodes. We represent the structure of routing nodes in Section
2.1. Section 2.2 introduces the construction of OBF . Section 2.3 sketches the
feasibility of our construction.

2.1 Systolic Routers for OBF
Each routing node of OBF has two incoming and two outgoing links. A routing
node can be in two states. When a routing node routes incoming packets from
input links inup and indown to output links outdown and outup respectively, it is
said to be in invert state and when it routes incoming signals from input links
inup and indown to output links outup and outdown respectively, it is said to be
in push state. The two possible states of routing nodes are presented in Figure 1.

Indown

Inup

Indown

Inup

OutdownOutdown

OutupOutup

(a) Invert state (b) Push state

Fig. 1. Two possible states of routing nodes
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The basic component of routing nodes is the electrically controlled all-optical
2×2 switch. Switches can be implemented by LiNbO3 technology [12]. The con-
struction of routing nodes ensures that signals never collide and routing of the
packets works correctly if we can arrange a situation that both incoming packets
never prefer the same output link. We will show that this kind of situation is
arrangeable.

2.2 Construction of Optical Butterfly

The r-dimensional butterfly consists of r2r nodes and r2r+1 edges. The nodes
correspond to pairs 〈w, i〉, where i is the level of the node (0 ≤ i ≤ r) and w is
an r-bit binary string denoting the row number of the node. Two nodes 〈w, i〉
and 〈w′, i′〉 are connected by an edge (optical link) if and only if i′ = i + 1, and
either [7]

i. w and w′ are identical (straight edges), or
ii. w and w′ differ in precisely the i′th bit (cross edges).

The construction of 3-dimensional OBF out of two 2-dimensional OBF ’s is
presented in Figure 2. In Figure 2, a circle indicates a processing node, a rounded
square indicates a routing node, and an arrow between two nodes indicates a
link between the nodes. Two attachable subnetworks are called blocks of the
network. Straight edges are always connecting the output outup from the i’th
level router to the input inup of the i +1’th level input (in the same block), and
cross edges are always connected from the output outdown of the i’th level router
to the input indown of the i + 1’th level input (adjacent block).

Level 0 Level 1 Level 2 Level 0 Level 1 Level 2 Level 3

P11

P10

P01

P00

P11

P10

P01

P00

100

P101

P110

P111

P

P000

P001

P010

P011

P100

P101

P110

P111

P000

P001

P010

P011

Fig. 2. Construction of 3-dimensional OBF out of two 2-dimensional OBF ’s with
relabeling of processing nodes and levels
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Our construction has two characteristics. Firstly, straight edges are always
leading to the same block and cross edges are always leading to the adjacent block
of the (sub)butterfly. Secondly, treatment of packets can be arranged uniformly
at each router at the network because of uniform connections between routers.

Nodes 〈w, 0〉 and 〈w, r〉 are considered identical processing nodes. A useful
property of the r-dimensional butterfly is that for any source/destination pro-
cessing node pairs 〈ws, 0〉 and 〈wd, r〉 the packets can be routed by a unique path
of length r.

2.3 Feasibility of OBF for Using as a Systolic Router

The switching time of LiNbO3 switches lies in the range of 10–15 ps [12]. The
length of packet (lp) can be evaluated by equation lp = Np×vc

B×r , where Np is the
size of the packet in bits, vc = 0.3 m/ns is the speed of light in vacuum, r = 1.5
is the refraction index of fiber [12], and B is the link bandwidth. Assuming the
bandwidth to be B=100 Gb/s, the length of a bit in a fiber is Vc

B×r = 2 mm.
In order to estimate the feasibility of a 6-dimensional OBF (having 64 pro-

cessing nodes) let us assume the link bandwidth to be B = 100 Gb/s, and the
size of packets to be Np = 128 b. The corresponding length of a packet in a
fiber is lp � 256 mm, and the length of time slot is tp � 1.3 ns. Assuming the
length of clock cycle of processing nodes to be tcc = 1 ns (corresponding the
frequency of 1 GHz), it will take 1.3 clock cycles for a packet to travel between
two adjacent routing nodes. The overall amount of fibers is Lf � 200 m, and
the routing time of packet is tr � 8 clock cycles for each packet. We consider
the requested parameters to be reasonable and the architecture to be feasible to
construct in the near future.

3 Routing in Optical Butterfly

We develope a routing algorithm for OBF . In Section 3.1 we present properties
of routing information and transitions between blocks. Section 3.2 introduces
preprocessing phase. Preprocessing phase consists of determining of the control
sequence and determining the routing table that will control the routing. Section
3.3 introduces the routing algorithm for the optical butterfly.

3.1 Properties of Routing

Determining the Routing Information. Let a0a1 . . . ar−1 (ai ∈ {0, 1}) be a
bit sequence indicating the edges used by a packet on its path from the source
to the target in an r-dimensional OBF . The value 1 in a bit position ak in-
dicates that at level k the packet should be routed from router on level k to
level k + 1 using cross edge leading to the adjacent block. Correspondingly, if
ak = 0 the packet should be routed from router on level k to level k + 1 using
the straight edge leading to the same block. Clearly, we can construct an r-ary
routing bit sequence for any source/destination pair so that it leads correctly the
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...
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Adjacent block, incoming packet
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Fig. 3. Example of transitions between blocks

packet through the OBF . To notice this, let us assume that in a bit sequence
a0a1 . . . ak . . . ar−1, the k’th bit stands for the edge leading to the wrong subnet-
work. We just substitute the initial bit sequence by a0a1 . . . āk . . . ar−1, where
āk is the complement of ak.

The routing information for packets can be evaluated by the bitwise XOR-
operation ⊕. For example, if processor P011 has a packet destined to processor
P111, the routing information can be expressed as 011⊕111 = 100. The meaning
of the information is that the packet from P011 to P111 must be routed from the
sender to the 1’st level router using cross edge, from 1’st level router to 2’nd
level router using straight edge, and from 2’nd level router to destination using
straight edge.

Determining Transitions Between Blocks. An r-dimensional OBF has
r − 1 levels of routers. According to the recursive contruction of OBF and our
definition every routing node at level r′ is connected to two subnetworks of
dimension r− r′− 1 by two outgoing links. We call these subnetworks as blocks.
Additionally it is a target of two incoming links from two subnetworks (blocks)
whose dimension is r− r′ + 1, except routing nodes at level 1 that are targets of
processors. Figure 3 clarifies the idea of blocks.

Routers can be considered to be an interface between blocks. Let us assume
that a packet has bits . . . 10 . . . in its (i− 1)’th and i’th bit positions of routing
information. Router responsible to route this packet (at the i’th level) receives
the packet from adjacent block into its indown input and it should route the
packet to the same block of the OBF . According to our construction the router
should be in invert state. Correspondence between two-bit routing information,
transitions between blocks, and required state of router is presented in Table 1.

Because all the routers have two incoming and two outgoing links, each router
can route two packets at the same time, if the packets do not prefer the same
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Table 1. Correspondence between two-bit routing information, transitions between
blocks, and required state of router

Routing information Transition Required state

00 Same → Same Push
01 Same → Adjacent Invert
10 Adjacent → Same Invert
11 Adjacent → Adjacent Push

outgoing link. According to Table 1 this is fulfilled if the incoming packets have
either 00 and 11 or 01 and 10 in their (i− 1)’th and i’th bit position of routing
information when they are reaching a router at level i. Clearly we can see that
using these two states it is possible to route any combination of transitions
between blocks. Precondition of correct routing is that arrival of packets and the
state of router are synchronized correctly.

The transition information for packets can be evaluated by the bitwise XOR-
operation ⊕. Let w = s ⊕ d denote the routing information of a packet from
processor Ps to Pd and wj denote the value at the bit position j of the routing
information. We are able to determine a unique transition bit sequence τ by
τj = wj ⊕ wj+1, j = 0 . . . r − 1.

3.2 Initialization Phase

In our contruction injected packets have no routing information. When a packet
arrives a routing node it is routed into an adjacent or the same block according
to the state of the router. Anyway we are able to arrange a control system so
that every packet injected into the OBF reaches its target. We will use a syclical
control bit sequence and timing of injections of packets.

Determining the Control Sequence. An r-dimensional OBF has r levels
of routing nodes. Packet routing in an r-dimensional OBF can be implemented
by constructing a long control bit sequence s0s1s2 . . ., applying at time step t
the state corresponding to the value of bit position st to all the routing nodes
of the OBF , and synchronizing injections of packets so that they reach every
routing node in the correct state. Precondition of all-to-all routing is that the bit
sequence includes (cyclically) all bit sequences of l = r−1 bits. A naive solution
would be to construct the control bit sequence of all l-ary bit combinations. The
length of control cycle would be l2l. The control sequence can be reduced to
T = 2l by using de Bruijn sequences [3].

A de Bruijn sequence (in alphabet A = {′,∞}) of length 2l is a sequence
of 2l bits in which every subsequence of l = r − 1 bits appears once, including
wraparound [7]. For l = 4, for example, ξ = 0000111101100101 is a de Bruijn
sequence applicable for our purpose. All sixteen 4-bit sequences occur exactly
once as subsequence of ξ.

Fredricksen has presented an algorithm to construct a de Bruijn sequence [2].
The algorithm is Prefer one and it can be presented as follows [2]:
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Algorithm Prefer one
1: Write l = r zeros;
2: for the kth bit of the sequence, k > l, write a one;

if the newly formed l-tuple has not previously appeared in
the sequence then k := k + 1

else
3: for the kth bit of the sequence, write a zero;

if the newly formed l-tuple has not previously appeared in
the sequence then k := k + 1 and go to step 2

else stop;

Bit positions of ξ present states of routers of OBF . Let ξm denote the value
of de Bruijn sequence at m’th bit position. At each time step t all the routers are
set in push state if ξt mod ‖ξ‖ = 0, where ‖ξ‖ is the length of de Bruijn sequence,
and in invert states otherwise. Determining of the control sequence is necessary
to do only once at the initialization phase of the OBF .

Determining the Routing Table. The optical butterfly has a number of
properties. Firstly, structure of routers and connections between them are uni-
form. Secondly, it is possible to determine a unique routing bit sequence for any
packet from a source Ps to the destination Pd for any pair (s, d). Thirdly, de-
termination of unique transitions between blocks is possible as well because of
uniformness of the construction of the OBF and uniqueness of the routing bit
sequences. Fourthly, the OBF is controlled by the static control bit sequence ξ.
For these reasons we are able to determine a routing table for every connections
at the initialization phase.

Let us consider an r-ary OBF having p = 2r processors. For this construction
the length of routing bit sequence is ‖w‖ = r, the length of transition bit sequence
is ‖τ‖ = ‖w‖ − 1 = r − 1, and the length of control sequence is ‖ξ‖ = 2r−1.
A packet having w0 = 0 is routed correctly if it is injected into output link
outup leading to the same block and during the next r − 1 time steps stands
τ t = ξt mod ‖ξ‖, t = 0 . . . r − 2. At the same time the sending processor can
inject another packet into the output link outdown for which w0 = 1 and τ t =
ξt mod ‖ξ‖, t = 0 . . . r− 2 during the next r− 1 time steps. For these two packets
destined to processors d and d′ stand di = d̄′i, j = 0 . . . r − 1, i.e., d′ is the
complement of d.

At the initialization phase every processor Pi determines a routing table R
having ‖ξ‖ = 2r−1 rows. Let Ri denote the value of i’th row of the routing table.
The algorithm determining routing table is Routing table and it can be presented
as follows:
Algorithm Routing table

1: i = 0;
2: repeat

In the i’th position of routing table R write the index
value of destination processor for which w0 = 0 and
τ t = ξi+t+1 mod ‖ξ‖, t = 0 . . . r − 2; i := i + 1;

3: until i = 2r−1 − 1;
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Algorithm Routing table is necessary to do only once at the initialization
phase of the OBF .

3.3 Routing Algorithm for the Optical Butterfly

At the initialization phase each processor determines the control sequence and
the routing table. This must be done when the system is set up. At the beginning
of routing each processor of the OBF has a number of packets to send. In the
preprocessing phase each processor Ps inserts packets destined to processor Pd

into sending buffer B(s,d).
At each time step t each processor s picks up a packet from sending buffer

B(s,d′), where d′ = Rt mod ‖ξ‖ is the value of (t mod ‖ξ‖)’th position in the rout-
ing table. The packet is injected into the outgoing link outup leading to the same
block. A packet from sending buffer d̄′ is picked up as well and injected into the
outgoing link outdown.

4 Analysis of Systolic Routing

In preprocessing phase, each of the h packets of a processor Pi are inserted
into sending buffers according to their target. Clearly, all of the packets have
been routed after time O(Tn), where T is the maximum size of all buffers.
According to Mitzenmacher et al. [10], supposing that we throw n balls into
n bins with each ball choosing a bin independently and uniformly at random,
then the maximum load is approximately log n/ log log n with high probability1.
Maximum load means the largest number of balls in any bin. Correspondingly,
if we have n packets to send and n sending buffers during a simulation step,
then the maximum load of sending buffers is approximately logn/ log log n whp.
The overall routing time of those packets is n log n/ log log n + Θ(1) that is not
work-optimal according to the definition of work-optimality.

If the size of h-relation is enlarged to h ≥ n log n, the maximum load is
Θ(h/n) [11]. Assuming that h = n log n the maximum load is Θ(log n) and
the corresponding routing time is Θ(n log n). A work-optimal result is achieved
according to the definition of work-optimality.

Routing h packets in time Θ(h) implies work-optimality. We ran some ex-
periments to get an idea about the cost. We ran 5 simulation rounds for each
occurrence using a visualizator programmed with Java programming language
[4]. Packets were randomly put into output buffers and the average value of the
routing time over all the 5 simulation rounds were evaluated. The average cost
was evaluated using equation cave = tr

h , where tr is the average routing time.
Figure 4 gives support to the idea that h does not need to be extremely high to
get a reasonable routing cost.

1 We use whp, with high probability to mean with probability at least 1−O(1/nα) for
some constant α.
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Fig. 4. Routing costs, when the size of h-relation varies. (1) n = 4, (2) n = 8, and (3)
n = 16

5 Conclusions and Future Work

We have presented the systolic routing protocol for optical butterfly. No electro-
optical conversion is needed during the transfer and all the packets injected into
the routing machinery are guaranteed to reach their destination. We believe that
the simple structure presented and the systolic routing protocol are useful and
realistic and offer work-optimal routing of h-relation if h ∈ Θ(n log n).

An advantage of our construction is that the overall number of links is
Θ(n log n). Honkanen presented the systolic routing protocol for Sparse Opti-
cal Torus (SOT ) is his paper [5]. For SOT , the number of links is Θ(n2).

However, a drawbacks arise, when the systems are scaled up. Putting M
elements in the physical space requires at least a volume of size Θ( 3

√
M) [15,16].

The length of wires between routing nodes increase with respect to the physical
space required.
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Abstract. The feasibility of the high speed Viterbi decoder with a circularly 
connected 2-dimensional analog CNN cell array has been investigated. In the 
previous study, the CNN-based analog Viterbi decoder was reported, in which a 
part of the trellis diagram of the convolutional coder is designed with analog 
circuit-based cells and connections. The circuits of the trellis diagram are 
connected circularly, forming a cylindrical shape so that the cells of the last 
stage are connected to those of the first stage. In this study, the performance of 
the CNN-based analog Viterbi decoder circuits have been measured through 
circuit simulations and its hardware feasibility has been investigated with two 
different kinds of tests such as the worst-case simulation and the Monte Carlo 
analysis. Results of such simulations are included.  

1   Introduction 

The Viterbi decoder [1][2] is the convolutional code decoder which is widely used for 
error correction in numerous high-speed data communication areas. The decoder is a 
simple model of dynamic programming [3], performing efficient data correction by 
utilizing the most likely path-finding on the trellis diagram. One weakness is the 
requirement of a heavy computation load. 

There were approaches to fulfill such computational requirement utilizes digital 
technology [4] where a one-dimensional array of computational units for one stage is 
implemented into circuits. The trace-back requirement for finding the path with the 
minimum error forces the circuits to employ the large size of path memory and 
additional circuitry. Also, the high speed A/D converter which consumes a lot of 
power is required in such a digital Viterbi decoder.  Different approach alleviating the 
problems in the digital Viterbi decoder is the analog Viterbi decoder [3] in which the 
digital processor for each node is replaced with an analog processing unit. However, it 
is not freed from the requirement of the path memory and trace-back procedure.  

The Cellular Neural/Nonlinear Networks by Chua et [4][5] is the technology of 
full parallelism employing massive processing array. Since the speed of the CNN 
processing is potentially very high, its application to the Viterbi decoder is expected 
to be a good technical combination. The decoding structure of the fully parallel 
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Viterbi decoder in which the infinitively expanding trellis diagram is implemented 
with the circularly connected cell array was reported [8]. The nodes of the trellis 
diagram are devised with the cells of the Cellular Neural Network (CNN).  To test the 
feasibility of the structure, diverse simulations have been done such as the worst case 
simulations and the Monte Carlo analysis. The results of such study is reported in this 
paper.  

2   Operational Principle of the Proposed Viterbi Decoder  

The principle of the Viterbi decoder is explained with the operation of trellis diagram 
as in Figure 1 where vertical and horizontal locations are called states and stages, 
respectively. Each branch between the states contains symbol error for a data bit. 
Each node of the trellis diagram performs (1) to accumulate minimum error as in the 
operation of dynamic programming [3].  

Ei,j = min { Ek,l + eij,kl, (k,l) ∈ S}  (1))

where Ek,l is the minimum total error from the start node to the node (k, l) and eij,kl is a 
symbol error for a data bit assigned on the branch between the two nodes (i, j) and (k, 
l). Also, S is a set of the cells in the neighbor of the cell (i,j), and min is the function 
of minimum. Since a greater number of states allows for better error correcting 
performance, the conventional Viterbi decoder has a heavy computational burden due 
to the loads of the nonlinear processes at many nodes on one hand and the optimal 
path finding operation on the trellis diagram on the other hand.  

 

Fig. 1. An example of trellis diagram 

The CNN is inherently the parallel processing structure with massive parallelism. 
Since the CNN is potentially high in processing speed due to its massive parallelism, 
its application to Viterbi decoding process can be expected to produce a great 
performance: a cell in CNN acts as a node on the trellis diagram. One problem that 
has arisen is the difficulty of hardware implementation since the trellis diagram 
expands infinitively as the data are received continuously. The idea proposed in this 
study is that the finite length of the circularly connected CNN as shown in Figure 2 
performs for the infinitively expanding trellis diagram. Since such 2D networks are 
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Fig. 2. Proposed CNN-based Viterbi decoder with cylindrical connection to perform the 
operation of trellis diagram 

configured to have a cylindrical shape, the decoding is performed continuously 
through the reference value propagation around the networks. The identification 
whether a branch passes the optimal path or not is performed by adding a negative 
triggering pulse to the branch and checking the alteration level of the output stage. 
The values appear at the output stage are influenced only when the branch on the 
optimal path is triggered. In this processing structure, each CNN cell is implemented 
with analog circuits. Therefore, the A/D converter is not required and quantization 
error does not occur. Also, the parallel analog structure of the proposed Viterbi 
decoder allows the decoding speed to be very high, and the trigger-based decoding 
mechanism does not require the path memory and circuits for the trace. The details of 
the operation and its structure are included in [8].  

3   CNN Cell Circuits 

In the cylindrical shape of the proposed Viterbi decoder, each node has partial 
connections since the error flows and accumulates only in the rotational direction. The 
cell structure of the proposed CNN is unsymmetrical as in Figure 3(b) in contrast to 
symmetrical in the ordinary cell as in Figure 3(a). In networks with such connections, 
information flows in one direction, while flowing out to other directions. Since the 
computation (1) includes min operation, its implementation with electronic circuits is 
complicated. Introducing a big reference value Iref and with some arrangement, (1) 
could be expressed with max circuits which are simpler circuits than min as in (2). 

, , ,max{ ; ( , ) ( , )}i j k l i jy y E k l i j= − ∈S                                (2) 

where  ,k ly  is defined as  

, ,k l ref k ly I E= −  .  (3) 

The circuits to compute (2) or the nonlinear cell function in Figure 3(b) can be 
implemented with the current mode circuits as in Figure 4.  Let u(i,j) be the input of  
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Fig. 3. Comparison of CNN cell structures (a) ordinary CNN cell (b) proposed CNN cell 

 
Fig. 4. Core circuits of a CNN cell for the proposed Viterbi decoder 

the cell at the i th state of the j th stage on the trellis diagram. Transistors at the 

center of the circuits compose the max function, where transistors Mij,1, Mij,2, Mij,3 

make an input terminal of the current mode max circuit at the cell (i,j).  The transistor 
Mij,c is a common transistor for the max operation at the cell ( , )i j .  For example, the 

transistors Mij,1, Mij,2, Mij,3 are for the input ( )u ij  and the transistors Mkl,1, Mkl,2, Mkl,3 

are for the input r(ij,kl). The circuits choose the bigger one between u(ij) and r(ij,kl) 
where r(ij,kl) is the difference between y(kl) and e(ij,kl). Such subtraction is 
performed simply by parallel connection of a current mirror which drains the current 
corresponding to e(ij,kl) out of y(kl) as shown at the left side of the Figure 4. The 
output of the circuits is obtained at a terminal yij of the current mirror Mij,01 and Mij,02. 
Such input and output terminals correspond to those in the cell structure of Figure 
3(b).  
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Figure 5 shows the complete circuits of a cell including the subsidiary blocks. The 
voltage signals of the input code symbol and the branch code symbol are converted 
into the corresponding currents with V-to-I converting circuits. Such circuits are at the 

left most block divided by the dotted line, where capV  and brV  are the input symbol 

and the reference branch code symbol voltages, respectively. Also, the biasV  is the 

bias voltage. Note that the input code symbols are expressed as a quadrature signal 
with multi-levels.  The current mode signals of the V-to-I output are fed into the 
difference and absolute computing circuits at the center block. The output of the 
center block is provided as the branch metric error to the core circuits at the lower 
part of the right most blocks. The upper part of the right most blocks is the V-to-I 

circuits for the reference input signal refI . The sizes and types of the transistors are 

listed in the Table 1. 
 

 

Fig. 5. Complete circuits of a cell including the subsidiary blocks 

4   Circuit Simulations 

The circuits of the proposed Viterbi decoder in Figure 2 have been designed and its 
performance has been tested with HSPICE simulation.  The constraint length and 
code rate of the proposed decoder are K=7(64 states) and R=1/2, respectively. The 
simulation of the proposed Viterbi decoder has been done under the AGWN 
environment. The technology and simulation model used is Hyundai 0.35um and 
BSIM3v3 MOS model level 49.  
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Figure 6 shows the comparison of error correction performance between the 
conventional and the proposed Viterbi decoder at various decoding speed. With the 
same performance, the speed in the proposed decoding scheme is much superior to 
the digital Viterbi decoder. Though the speed of a specially designed digital Viterbi 
decoder can reach 91 Mbps, it requires about ten times more transistors than the 
proposed decoder. Note that the speed of the ordinary sized digital Viterbi decoder is 
less than 30 Mbps.  

 

  

Fig. 6. Performance comparison between the digital Viterbi decoder and the proposed Viterbi 
decoder 

 

Fig. 7. Simulation results of the worst case models. F and S denote fast and slow options. The 
first and the second characters in FF, FS, SF and SS are for the NMOS and the PMOS, 
respectively. Performances of all the worst case models of the proposed circuits are better than 
that of digital counter part with the half of decoding speed 
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The results of Figure 6 are the ones without considering the fabrication 
inaccuracy. To estimate the decoding speed of the real chip, two different kinds of 
tests have been done: the worst-case simulation and the Monte Carlo analysis. 

In the worst-case simulation, the performance of the circuits has been tested 
assuming the size (W/L) is normal, bigger or smaller than that of the nominal one for 
NMOS and PMOS, respectively. The different kinds of size (W/L) deviation of the 
transistors of NMOS and PM OS are chosen by the speed options of the chip in 
HSPICE simulator. For example, a slow-fast (SF) option assumes that NMOS is 
larger and the PMOS is smaller than that of the nominal ones, respectively. Therefore, 
the option SS is the worst case where all the NMOS and PMOS are assumed to be 
slow. Observing the error correction performance of the proposed Viterbi decoder for 
4 different worst-case models at 180Mb/s in Figure 7, we see that the speed of the 
proposed circuits to achieve the same performance of the digital counter part [20] is 
two times faster than that of the digital one.  

 

Fig. 8. Performance of the proposed Viterbi decoder when mismatching among transistors is 
considered. The mismatching is allowed by deviating the MOS parameters of each transistor by 
randomly generated amount 

The circuit simulation to show the mismatching effect has also been done based 

on the Monte Carlo analysis. For this end, tV  and oxT  values of all transistors are 

varied randomly within the ranges of m% of their nominal values while the value of 
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m varies from 1 to 5. For example, if m is 2, the deviation of the parameters is the 
randomly selected number within the range of [-2%, 2%] of its nominal value. 

Therefore, tV  and oxT  values are assigned differently for every transistors and the 

mismatching condition of the circuits is established. Figure 8 shows the performance 
of the proposed Viterbi decoder at 180 Mbps, which is about two times higher speed 
than that of the conventional digital counter part. As shown in the figure, the 
performance of the Viterbi decoder degrades gracefully as the deviation increases. 
However, it is still better than that of the digital counter part with one half speed until 
3% of deviation.  

5   Conclusion 

A very high speed and low power Viterbi decoder employing a circularly connected 
2-dimensional analog CNN cell array is proposed. The Viterbi decoder has been 
designed with CMOS circuits using HSPICE and its decoding performance has been 
reported. To estimate the decoding speed of the real chip, the designed circuits have 
been analyzed with two different kinds of tests such as the worst-case simulation and 
the Monte Carlo analysis. The estimated speed of the proposed circuit to achieve the 
equivalent performance to the digital Viterbi decoders is two times faster than that of 
the state-of-the art digital counter part consistently in all the analyses. Besides the 
speed superiority, the proposed Viterbi decoder has several better features over the 
conventional Viterbi decoders such as smaller amount of power consumption, shorter 
latency, no path memory requirement. The number of transistors employed for this 
circuit is also less than that of the digital counter part.  
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Abstract. In this paper, we propose an associative parallel algorithm
for updating a minimum spanning tree when a vertex and all its in-
cident edges are deleted from the underlying graph. This algorithm is
represented as the corresponding procedure implemented on a model of
associative parallel systems of the SIMD type with vertical data process-
ing (the STAR–machine). We justify the correctness of this procedure
and evaluate its time complexity.

1 Introduction

Updating a minimum spanning tree (MST) after changes in the network topology
is a fundamental problem. Let G be an undirected graph with n vertices and
m edges and T be its MST. Let one of the following changes be performed in
G: deletion or insertion of an edge, or deletion or insertion of a vertex along
with its incident edges. We want to compute a new MST for the altered graph
by performing changes in the given T . In particular, such a problem arises in
computer networks that use broadcast or multicast routing protocols [2]. The
dynamic graph algorithms are designed to handle graph changes. They maintain
some property of a changing graph more efficiently than recomputation of the
entire graph from scratch with a static algorithm after every change.

We study the vertex deletion problem. Let us enumerate the main results ob-
tained for this task. Chin and Houck [1] proposed an O(n2) sequential algorithm
for reconstructing an MST after deletion of any vertex. Tsin [13] presented a pa-
rallel algorithm that updates an MST after a single vertex deletion. Tsin’s algo-
rithm uses n2/ log n CREW PRAM processors and runs in O(log n+ log2 δT (v))
time, where δT (v) is the tree degree of a deleted vertex v. Pawagi and Kaser [12]
have generalized Tsin’s algorithm to handle the k-vertex deletion problem. Das
and Loui [2] proposed two algorithms for reconstructing an MST after deletion
of any vertex. Their sequential algorithm takes O(m log n) time in general and
their parallel algorithm takes O(log2 n) time using m CREW PRAM processors.
� This work was supported in part by the Russian Foundation for Basic Research

under Grant 03-01-00399.
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In this paper, we first propose a simple and elegant associative parallel al-
gorithm for dynamic reconstructing an MST after deletion of a vertex and all
its incident edges from the underlying graph. Our model of computation (the
STAR–machine) simulates the run of associative (content addressable) parallel
systems of the SIMD type with bit–serial (vertical) processing and simple single–
bit processing elements (PEs). Such an architecture is best suited to solving
graph problems. By analogy with [9], our associative algorithm for the vertex
deletion problem uses a graph represented on the STAR–machine as a list of
triples (edge vertices and the weight) and a matrix of tree paths consisting of m
rows and n columns. Its every i-th column saves the tree path from the root v1

to vertex vi. In view of [10], initially the source MST and the corresponding ma-
trix of tree paths are known. Such a matrix is used both to select the connected
components obtained after deleting a vertex from the graph and to construct a
new MST. To achieve the dynamic reconstruction of an MST, we perform the
corresponding changes in the matrix of tree paths each time after finding a new
MST.

The associative parallel algorithm for updating the MST after a single vertex
deletion is represented on the STAR–machine as procedure DeleteVert whose
correctness is proved. We obtain that this procedure takes O(h log n) time, where
h is the number of vertices whose tree paths change after deletion of a vertex.
Following Foster [3], it is assumed that each elementary operation of the STAR–
machine (its microstep) takes one unit of time.

2 An Associative Parallel Machine Model

We define the model as an abstract STAR–machine of the SIMD type with verti-
cal processing and simple single–bit PEs. It consists of the following components:

– a sequential control unit (CU), where programs and scalar constants are
stored;

– an associative processing unit consisting of p single–bit PEs;
– a matrix memory for the associative processing unit.

The CU broadcasts an instruction to all PEs per unit time. All active PEs
execute it simultaneously while inactive PEs do not perform it. Activation of a
PE depends on data.

Input binary data are loaded in the matrix memory in the form of two–
dimensional tables, where each data item occupies an individual row and it is
updated by a dedicated PE. The rows are numbered from top to bottom and
the columns – from left to right.

The associative processing unit is represented as h vertical registers, each
consisting of p bits. A vertical register can be regarded as a one–column array
that maintains an entire column of a table. Bit columns of tabular data are
stored in the registers which perform the necessary bitwise operations.

The STAR–machine run is described by means of the language STAR [7]
being an extension of Pascal. To simulate data processing in the matrix memory,
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we use the data types slice and word for the bit column access and the bit row
access, respectively, and the type table for defining the tabular data. Assume
that any variable of the type slice consists of p components. For simplicity, let
us call “slice” any variable of the type slice.

Let X , Y be variables of the type slice and i be a variable of the type
integer. We use the following elementary operations:

SET(Y ) sets all components of the slice Y to ′1′; CLR(Y ) sets all components
of Y to ′0′; Y (i) selects the i-th component of Y ; FND(Y ) returns the ordinal
number i of the first (the uppermost) component ′1′ of Y ; STEP(Y ) returns
the same result as FND(Y ) and then resets the first ′1′ found to ′0′; NUMB(Y )
returns the number of components ′1′ in the slice Y .

In the usual way we introduce predicates ZERO(Y ) and SOME(Y ) and the
bitwise Boolean operations X andY , X or Y , not Y , X xor Y .

The above–mentioned operations are also used for variables of the type word.
Let T be a variable of the type table. We use the following two operations:
ROW(i, T ) returns the i-th row of the matrix T ; COL(i, T ) returns its i-th

column.
Remark 1. Note that the STAR statements are defined in the same manner

as for Pascal. They will be used for presenting our procedures.
We will employ the following three basic procedures implemented on the

STAR–machine [8]. They use a global slice X to mark with ones the positions
of rows which will be processed. As shown in [8], these procedures run in O(k)
time each, where k is the number of columns in T .

The procedure MATCH(T, X, v, Z) defines in parallel positions of the given
matrix T rows which coincide with the given pattern v written in binary code. It
returns the slice Z, where Z(i) =′ 1′ if and only if ROW(i, T ) = v and X(i) =′ 1′.

The procedure MIN(T, X, Z) defines in parallel positions of the given matrix
T rows, where minimum elements are located. It returns the slice Z, where
Z(i) =′ 1′ if and only if ROW(i, T ) is the minimum element in T and X(i) =′ 1′.

The procedure TCOPY(T, h, F ) writes the given matrix T , consisting of h
columns, into the resulting matrix F .

3 Preliminaries

Let G = (V, E) denote an undirected graph, where V is a set of vertices and E
is a set of edges. Let wt(e) denote the weight of the edge e. We assume that
V = {1, 2, . . . , n}, |V | = n, and |E| = m.

A path from v1 to vk in G is a sequence of the vertices v1, v2, . . . , vk, where
(vi, vi+1) ∈ E for 1 ≤ i < k.

A minimum spanning tree T = (V, E′) is a connected acyclic subgraph of G,
where E′ ⊆ E and the sum of weights of the corresponding edges is minimum.

Each edge e ∈ E − E′ is called a chord of G.
Let δT (v) denote the number of edges of T incident on v.
A connected component is a maximal connected subgraph of G.
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Fig. 1. Graph G and its MST T

Let every edge (u, v) be matched with the triple (u, v, wt(u, v)). Note that
vertices and weights are written in binary code. In the STAR–machine memory,
a graph is represented as association of matrices left, right, and weight, where
every triple (u, v, wt(u, v)) occupies an individual row, and u ∈ left, v ∈ right,
and wt(u, v) ∈ weight. A minimum spanning tree is represented as a slice, where
positions of edges belonging to it are marked with ′1′.

We also use a matrix of tree paths M consisting of m rows and n columns.
Its every i-th column saves the tree path from the root v1 to vertex vi. Initially,
it is obtained along with the MST [10].

Let an edge from the i-th row of the graph representation be deleted from
the MST. Then the vertices marked with ′1′ in the i-th row of M form a separate
connected component.

We will illustrate the use of the matrix M by means of a graph given in
Figure 1. In the right part of this figure, solid edges form the MST T .

Let the edge (3, 5) be deleted from the MST. In Table 1, this edge is writ-
ten in the seventh row of the graph representation. Therefore vertices {4, 5, 6}
marked with ′1′ in the seventh row of the matrix M form a separate connected
component.

In [9], we proposed two associative parallel algorithms for the dynamic edge
update of an MST. They employ the matrix of tree paths M . After finding a
new MST, this matrix changes by means of the auxiliary procedure TreePaths.

Table 1. Representations of a graph, its MST, and the matrix of tree paths on the
STAR–machine

Table Slice

left right weight S T

1 001 010 010 1 1
2 001 011 111 1 0
3 010 011 100 1 1
4 010 100 110 1 0
5 011 100 110 1 0
6 100 101 011 1 1
7 011 101 100 1 1
8 100 110 111 1 1

Matrix M

1 2 3 4 5 6

1 0 1 1 1 1 1
2 0 0 0 0 0 0
3 0 0 1 1 1 1
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 1 0 1
7 0 0 0 1 1 1
8 0 0 0 0 0 1
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4 Associative Parallel Algorithm for Updating an MST
After Deletion of a Vertex

Let G − v be a graph after deleting the vertex v and all its incident edges. We
assume that this graph is connected and has an MST.

The algorithm consists of the following three stages.
At the first stage, we determine connected components obtained after deleting

vertex v and all its incident edges. Then we save vertices adjacent to vertex v.
At the second stage, we first determine positions of chords. Then positions of

edges incident on v are deleted from the current MST. Finally, we determine the
positions of chords being included in the new MST and save their endpoints.

At the third stage, we recompute the matrix of tree paths M .

4.1 Finding Connected Components

Let a vertex v and all its incident edges be deleted from the MST T . By definition
of a tree, there is such a unique edge, say γ, incident on v that vertex v is not
reachable from v1 after deleting this edge from the MST. Therefore the MST
is divided into two subtrees T1 and T2 such that T1 includes vertex v1 and T2

includes vertex v along with vertices reachable from v. Let γ be written in the
i-th row of the graph representation. Since the subtree T2 also includes edges
incident on v that will be deleted from the MST, one can determine the subtree
that includes vertex v1. It is precisely those vertices that are not marked with
′1′ in the i-th row of the matrix M .

Now, we propose an associative parallel algorithm for finding connected com-
ponents obtained after deleting vertex v from the MST. Knowing the given MST,
vertex v, and the matrix of tree paths M , it builds a matrix of connected com-
ponents comp, consisting of n bit columns and δT (v) rows. Its every row saves
a separate connected component. The algorithm performs the following steps.

Step 1. Save positions of edges from the MST incident on vertex v.
Update the selected edges using Steps 2–5.
Step 2. Select position i of the current edge from the MST incident on v.
Step 3. Save the i-th row of the matrix M using a variable, say w1.
Step 4. Verify whether vertex v belongs to the row w1.
The following two cases are possible.
Case 1. The vertex v is marked with ′1′ in w1. Then not w1 is written in the

current row of the matrix comp.
Case 2. The vertex v is marked with ′0′ in w1. Then w1 is written in the

current row of the matrix comp.
Step 5. Determine the vertex adjacent to vertex v and save its number in the

variable vdel.

Let in Figure 1 vertex 5 and its incident edges be deleted from the MST. Then
in view of the rule from Step 4, we determine connected components {4, 6} and
{1, 2, 3} using the sixth and the seventh rows of the matrix M , respectively.
Hence, the matrix comp will consist of the following two rows: 0 0 0 1 0 1 and
1 1 1 0 0 0. One can check that vdel = 0 0 1 1 0 0.
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On the STAR–machine, the algorithm is realized by means of the procedure
Subtrees. It returns the following parameters: a matrix comp; a variable vdel to
save vertices adjacent to vertex v; a slice S to save positions of edges that remain
after deleting vertex v and all its incident edges; a slice Y to save positions of
edges from the MST incident on v.

Now, we propose the following procedure.

procedure Subtrees(left,right:table; code: table; M: table;
T: slice(left); v: integer; var S, Y : slice(left);
var vdel:word; var comp:table);

/* Here, S is the slice that saves positions of all graph edges,
T is the MST and v is the deleted vertex. */

var X: slice(left);
Z,Z1: slice(code);
i,j,k:integer;
node1,node2,w1,w2:word;

1. Begin SET(Z); j:= 0; CLR(vdel);
2. node1:=ROW(v,code);
3. MATCH(left,S,node1,X);
4. MATCH(right,S,node1,Y);
5. X:=X or Y;
/* The slice X saves positions of all graph edges incident on v. */
6. S:=S and ( not X);
/* Positions of edges incident on v are deleted from the slice S. */
7. Y:=X and T;
/* The slice Y saves positions of edges from T incident on v. */
8. X:=Y;
9. while SOME(X) do

10. begin i:= STEP(X);
/* We select the position of the current deleted edge. */

11. w1:= ROW(i,M); j:= j+1;
12. if w1(v)= ’1’ then
/* The connected component includes vertex v. */

13. begin w2:= not w1;
14. ROW(j,comp):=w2;
15. end
16. else ROW(j,comp):=w1;
17. node2:=ROW(i,left);
18. if node1=node2 then node2:=ROW(i,right);
19. MATCH(code,Z,node2,Z1);
20. k:= FND(Z1);
/* The endpoint k of the deleted edge belongs to the connected

component located in the j-th row of the matrix comp. */
21. vdel(k):=’1’;
22. end;
23. End;
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Theorem 1. Let a graph G be given as association of the matrices left and right,
and the matrix code save binary representations of vertices. Let an MST be given
as a slice T and vertex v be deleted from it. Then the procedure Subtrees returns
the matrix comp and the above described variables vdel, S, and Y.

Proof. (Sketch) We prove this by induction on the number of edges k being
incident on vertex v in the MST.

Basis is checked for k = 1. After performing lines 1–6, the variable node1
saves the binary code of vertex v and positions of all its incident edges are
deleted from the global slice S. After performing lines 7–8, each of slices X and
Y saves position of a single edge, say γ, incident on v in the MST.

After performing lines 10–11, we first extract position i of γ and then we
save the i-th row of the matrix M using the variable w1. Since there is a single
edge incident on v in the MST, after deleting γ only vertex v is not reachable
from vertex v1. Therefore w1(v) =′ 1′. Hence, after performing lines 12–15,
we obtain a single connected component consisting of all vertices except v and
write it in the first row of the matrix comp. One can immediately verify that
after performing lines 17–21, the variable vdel saves the vertex of γ adjacent to
v. Since the slice X consists of zeros, the procedure terminates.

Step of induction. Let the assertion be true for MSTs that include no more
than k − 1 edges incident on v. We prove this for MSTs having k such edges.

Again, after performing lines 1–8, positions of all edges incident on v are
deleted from the slice S, and each of slices X and Y saves positions of k edges
from the MST incident on v.

By inductive assumption, after updating the first k−1 edges incident on v in
the MST, the first k− 1 connected components are written in the corresponding
rows of the matrix comp, the variable vdel saves k−1 vertices adjacent to vertex
v and the slice X saves position of a single edge incident on v. Since X is a non–
empty slice, we start with line 10. By analogy with the basis, after performing
lines 10–22, we first select the last connected component and write it in the k-th
row of the matrix comp. Then we include the endpoint of this edge adjacent to
v in vdel. Since the slice X consists of zeros, the procedure terminates. ��

Now, we enumerate two properties of the matrix comp and three rules being
used for constructing a new MST.

Property 1. ∀i 
= j, ROW(i, comp) 
=ROW(j, comp).

Property 2. There is a unique bit ′1′ in every column of the matrix comp.

Rule 1. To determine the connected component that includes the vertex having
number i, we need to select the i-th column of the matrix comp and to find the
position of ′1′.

Rule 2. To determine whether endpoints of a chord (i, j) belong to the same
connected component of the matrix comp, we need to find the row of comp that
includes vertex i (using Rule 1) and then check whether the j-th bit of this row
is equal to ′1′.
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Rule 3. Let endpoints of a chord (i, j) belong to different connected components
from the matrix comp. Then a new connected component is obtained by includ-
ing the connected component containing its right endpoint (vertex j) into the
connected component containing its left endpoint (vertex i). Then we write zeros
in the matrix comp row, where the connected component including the vertex j
was written.

4.2 Finding a New MST

Here, we propose an associative parallel algorithm that constructs a new MST
from the current one after deletion of vertex v and all its incident edges. Know-
ing connected components obtained after deleting vertex v from the MST and
positions of edges incident on v, the algorithm determines a new MST, positions
of chords joining different connected components and their endpoints.

To obtain a new MST, we will simulate the run of Kruskal’s algorithm [6] on
the STAR–machine. Initially, this algorithm acts on δT (v) connected components
each being an MST on the corresponding graph induced by its vertices [1].

At every iteration when the current selected chord of the minimum weight
connects two different connected components, we unite them together with
this chord forming a single connected component which is also an MST on the
corresponding graph induced by its vertices.

The process continues until all connected components are united in a single
connected component.

Let δT (v) = q. Let us agree to denote by C(u) a connected component that
includes vertex u.

The associative parallel algorithm is performed as follows.

Step 1. Make a copy of the matrix comp, namely, comp1.
While q > 1, perform Steps 2–5.
Step 2. Find position i of the minimum weight chord. Then delete this chord

from further consideration.
Step 3. Determine both vertices of this chord. Let the chord (l, r) be written

in the i-th row of the graph representation.
Step 4. Determine the matrix comp1 row that contains vertex l.
Step 5. Check whether vertex r belongs to the same connected component.

The following two cases are possible.

Case 1. Both vertices belong to the same connected component. Then go to
Step 2.

Case 2. Both vertices belong to different connected components. Then include
the chord from the i-th row in the MST and in the slice Rep. Further, save
its endpoints l and r in the i-th row of the matrix endpoints and perform the
statement q := q− 1. Moreover, by means of Rule 3, determine a new connected
component that unites C(l) and C(r) and change the corresponding rows of the
matrix comp1.
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On the STAR–machine, this algorithm is realized by means of the procedure
NewMST. It returns the following parameters: a slice T to save the new MST;
a slice Rep to save positions of chords joining different connected components;
a matrix endpoints whose every i-th row saves both vertices of the chord from
the i-th row of the graph representation being included in the slice Rep.

Initially, the slice T saves the current MST and the slice Rep consists of zeros.
Let us present the following procedure.

procedure NewMST(left,right:table; weight:table; code:table;
comp: table; Y,S: slice(left); n: integer; var T,Rep:
slice(left); var endpoints:table);

var comp1:table;
X,NT: slice(left);
Z,Z1: slice(code);
F: slice(comp);
i,j,k,l,r,q:integer;
w1,w2,w3:word;

1. Begin SET(Z); CLR(Rep);
2. TCOPY(comp,n,comp1);
3. NT:=S and ( not T);
/* The slice NT saves positions of chords. */
4. T:=T and ( not Y);
/* We delete positions of edges incident on v from the slice T . */
5. q:=NUMB(Y);
6. while q>1 do
7. begin MIN(weight,NT,X);
8. i:=FND(X); NT(i):=’0’;
/* The position of the minimum weight chord is located

in the i-th row of the graph representation. */
9. w1:=ROW(i,left);

10. MATCH(code,Z,w1,Z1); l:=FND(Z1);
11. w1:=ROW(i,right);
12. MATCH(code,Z,w1,Z1); r:=FND(Z1);
/* Here, (l, r) is the edge (say γ) from the i-th row. */

13. F:=COL(l,comp1); j:=FND(F);
14. w2:=ROW(j,comp1);
/* The endpoint l of the edge γ belongs to the connected

component written in the j-th row of comp1. */
15. if w2(r)=’0’ then
/* The case when the endpoint r of γ doesn’t belong

to the same connected component. */
16. begin Rep(i):=’1’;
17. T(i):=’1’; CLR(w3);
18. w3(l):=’1’; w3(r):=’1’;
/* The variable w3 saves the edge (l, r). */

19. ROW(i,endpoints):=w3;
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20. F:=COL(r,comp1); k:=FND(F);
21. w3:=ROW(k,comp1);
/* The endpoint r of γ belongs to the connected component

written in the k-th row of the matrix comp1. */
22. w2:=w2or w3;
/* Here, w2 saves the join of two connected components. */

23. ROW(j,comp1):=w2;
24. CLR(w3); ROW(k,comp1):=w3;
25. q:=q-1;
26. end;
27. end;
28. End;

Theorem 2. Let a graph G be given as a list of triples and the matrix code save
binary representations of vertices. Let a matrix comp save the selected connected
components, a slice Y save positions of edges incident on the deleted vertex, and
n be the number of graph vertices. Then the procedure NewMST returns the slices
T and Rep and the matrix endpoints described above.

Proof. (Sketch) We prove this by induction on the number of connected com-
ponents k obtained after performing the procedure Subtrees.

Basis is checked for k = 2. If there is a single connected component, the new
MST is obtained from the current MST by deleting a single edge incident on v.

After performing lines 1–3, the slice Rep consists of zeros, the matrix comp1
is a copy of the matrix comp, and the slice NT saves positions of chords. After
performing lines 4–5, positions of edges incident on v are deleted from the slice
T and q saves the number of edges incident on v in the MST. Since q = 2, we
fulfil the cycle from line 6.

Here, after performing lines 7–8, we determine position i of the minimum
weight chord, say γ, and exclude it from the slice NT . After performing lines
9–12, we find out that γ = (l, r).

After performing lines 13–15, using Rule 1, we first determine the connected
component C(l) that includes vertex l . Then by means of Rule 2, we verify
whether r belongs to C(l). We consider the following two cases:

Case 1. Let r /∈ C(l). Then after performing lines 16–19, we save position i
of γ both in the slice Rep and in the slice T . Moreover, we save this chord in the
i-th row of the matrix endpoints. On performing lines 20–25, we first determine
the connected component C(r). Then by means of Rule 3, we merge together
C(l) and C(r) and change the corresponding rows of the matrix comp1. Finally,
we perform the statement q := q − 1. Since q = 1, the procedure terminates.

Case 2. Let r ∈ C(l). Then we go to line 7 and select another chord of the
minimum weight because the previous chord was deleted from the slice NT .

It remains to show that the slice T saves positions of edges from the new
MST. Really, we have deleted from T the positions of two edges incident on v
(line 4) and have included the position of the minimum weight chord that links
two connected components (line 17).
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Step of induction. Let the assertion be true for MSTs having no more than
k − 1 connected components. We prove this for MSTs that include k connected
components. After performing lines 1–5, we obtain the matrix comp1 and update
slices Rep, NT , and T by analogy with the basis. Since q > 1, we perform the
cycle from line 6.

By inductive assumption, after selecting the first k−1 chords of the minimum
weight that link two different connected components, there is such a row in the
matrix comp1 that the union of k− 1 connected components is written. In view
of Rule 3, k − 2 rows of comp1 consist of zeros. Positions of these chords are
included both in the slice T and in the slice Rep, their endpoints are written in
the corresponding rows of the matrix endpoints and q = 2. Therefore we perform
line 6. Further we reason by analogy with the basis. ��

4.3 Recomputing Tree Paths

Let us explain the main idea of the associative parallel algorithm for recomputing
the matrix of tree paths M .

We first select the connected component w1 that includes root v1. Tree paths
for vertices from w1 do not change. Then we select the connected component w2

which is linked with w1 by means of a chord. After that, we determine new tree
paths for all vertices from w2 using the auxiliary procedure TreePaths. Further,
we unite w1 and w2 and obtain a new connected component w1.

The process is carried out until all connected components are included in w1.
The associative parallel algorithm for recomputing tree paths is realized as

procedure ChangePaths. It uses the following input parameters: matrices comp
and endpoints, and a slice Y described before. The procedure returns a slice
Rep, a variable vdel, and the recomputed matrix M .

Initially, the slice Rep saves the positions of chords being included in the new
MST, the variable vdel saves vertices adjacent to vertex v, and the matrix M
saves tree paths to all vertices of the source graph.

Really, the procedure NewMST does not change the matrix comp and vari-
ables vdel and Y obtained in the procedure Subtrees. Moreover, the matrix
endpoints and the slice Rep are obtained in the procedure NewMST. Note that
the procedures Subtrees and NewMST do not change the matrix M .

The associative parallel algorithm is performed as follows.

Step 1. Make a copy of the matrix M , namely M1, to save tree paths from
root v1 to all vertices of the source graph.

Step 2. In the matrix comp, select a connected component w1 that includes
root v1. Tree paths for vertices from w1 do not change.

While q > 1 1, perform Steps 3–8.
Step 3. In the matrix endpoints, select position i of a chord whose endpoint

k belongs to w1. Delete this chord from the slice Rep.
Step 4. Define another endpoint ins of this chord. Hence, we assume that the

chord (k, ins) is written in the i-th row of the matrix endpoints.

1 Here, q = δT (v).
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Step 5. Select the connected component w2 that includes vertex ins. In w2,
determine vertex del being adjacent to the deleted vertex v. Delete vertex del
from the row vdel.

Step 6. By means of the matrix M1, determine both a new tree path W to
vertex ins and a slice P to save positions of tree edges that link the vertices ins
and del.

Step 7. By means of the procedure TreePaths, compute new tree paths for
all vertices from the connected component w2. Write down them in the corre-
sponding columns of the matrix M .

Step 8. Join the connected component w2 to the connected component w1.
Then perform the statement q := q − 1.

Now we propose the following procedure.

procedure ChangePaths(comp:table; endpoints:table;
Y: slice(left); n: integer; var Rep: slice(left);
var vdel:word; var M: table);

var M1: table;
i,j,j1,k,l,q,del,ins:integer;
X1,X2,P,W,Rep1:slice(left);
F: slice(comp);
w1,w2,w3:word;

1. Begin TCOPY(M,n,M1);
2. q:=NUMB(Y); Rep1:=Rep;
/* Here, q saves the number of connected components. */
3. F:=COL(1,comp); j:=FND(F);
4. w1:=ROW(j,comp);
/* Here, w1 saves the connected component that includes root v1. */
5. while q>1 do
6. begin i:=STEP(Rep1);
7. w2:=ROW(i,endpoints);
8. w3:=w1and w2;
9. while ZERO(w3) do

10. begin i:=STEP(Rep1);
11. w2:=ROW(i,endpoints);
12. w3:=w1and w2;
13. end;
/* We select the position of the edge that joins the connected

component having root v1 and another one. */
14. Rep(i):=’0’; Rep1:=Rep;
15. k:=FND(w3);
16. w2(k):=’0’; ins:=FND(w2);
/* The edge (k, ins) is located in the i-th row

of the matrix endpoints. */
17. F:=COL(ins,comp); j1:=FND(F);
/* Vertex ins belongs to the connected component written

in the j1-th row of the matrix comp. */
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18. w2:=ROW(j1,comp);
/* Here, w2 saves a connected component whose tree paths

are recomputed. */
19. w3:=w2and vdel;
20. del:=FND(w3); vdel(del):=’0’;
/* We determine endpoint of the deleted edge belonging

to the same connected component as vertex ins. */
21. W:=COL(k,M1); W(i):=’1’;
/* The slice W saves the new tree path to vertex ins. */

22. X1:=COL(ins,M1);
23. X2:=COL(del,M1);
24. P:=X1xor X2;
25. TreePaths(left,right,code,M1,ins,del,M,P,W,w2);
/* We have determined new tree paths for every vertex from w2. */

26. w1:=w1or w2;
27. q:=q-1;
28. end;
29. End;

Theorem 3. Let matrices comp and endpoints be obtained after deleting the
vertex v and all its incident edges from the given graph. Let Y save positions
of edges from the MST incident on v and n be the number of graph vertices.
Then the procedure ChangePaths returns the slice Rep, the variable vdel, and the
recomputed matrix of tree paths M.

Proof. (Sketch) We prove this theorem by induction on the number of connected
components obtained after performing the procedure Subtrees.

Basis is checked for k = 2. After performing lines 1–4, the slice Rep1 is a
copy of Rep, the matrix M1 saves paths to all vertices of the source graph, and
w1 is a connected component that includes vertex v1. Since q = 2, we perform
the cycle from line 5. Here, after performing lines 6–13, we select position i of
the chord included in the new MST whose endpoint belongs to w1. This can be
done because the matrix endpoints saves all chords included in the new MST.
After performing line 14, we first delete position of the selected chord from the
slice Rep and then perform Rep1 := Rep. After fulfilling lines 15–18, we first
determine endpoint k of the selected chord that belongs to w1. Then we define
its endpoint ins and the connected component w2 that includes it. Tree paths
for w2 will be recomputed. After performing lines 19–24, we determine other
parameters for the auxiliary procedure TreePaths.

Finally, after computing new tree paths for all vertices from w2, we join w2
to w1 and obtain a new connected component w1. Since q = 1 (line 27), the
procedure terminates.

Step of induction is proved as in Theorem 2. It should be noted that the
current connected component being joined to w1 is easily determined because
at any iteration we update slices Rep and Rep1 and the variable vdel. ��
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Now, we present the procedure DeleteVert that implements the associative
paralel algorithm for updating an MST after deletion of a vertex.

procedure DeleteVert(left,right:table; weight:table;
code: table; n,v: integer; var endpoints:table;
var S,T,Rep:slice(left); var M: table);

var comp: table;
Y: slice(left);
vdel: word;

Begin
Subtrees(left,right,code,M,T,v,S,Y,vdel,comp);
NewMST(left,right,weight,code,comp,Y,S,n,T,Rep,endpoints);
ChangePaths(comp,endpoints,Y,n,Rep,vdel,M);

End;

Let us evaluate time complexity of the procedure DeleteVert. One can check
that the procedures Subtrees and NewMST take O(δT (v) log n) time each. The
procedure ChangePaths requires O(s log n) time, where s is the number of ver-
tices whose tree paths are recomputed. Let h = max{δT (v), s}. Then the proce-
dure DeleteVert takes O(h log n) time on the STAR–machine having no less than
m PEs. Note that the factor log n appears due to the use of the basic procedures
inside the cycle.

Now, we briefly compare our algorithm and the sequential algorithm Find
Node Replacements (FNR) by Das and Loui [2]. Let T − v be the graph after
deleting vertex v and its incident edges from T . Let R(v) be a set of edges such
that T − v + R(v) is the MST of G − v. Let F (v) be a component graph of v
whose vertices correspond to the connected components of T − v and its edges
correspond to nontree edges that are not incident to v and connect different
components of T − v. To determine R(v) for all v, the FNR algorithm simulates
Kruskal’s algorithm on each F (v). Note that adjacency lists of each F (v) are
determined by means of the parallel algorithm from [4] and the MSTs of each
F (v) are found using the parallel algorithm from [5]. Our algorithm determines
the connected components of T − v using the corresponding rows of the given
matrix of tree paths. Moreover, MSTs of these components are obtained auto-
matically due to the tabular data structures and the vertical data processing.
The FNR algorithm simulates Kruskal’s algorithm on a graph modified via star
transformation. Our algorithm offers an original approach to obtaining a simple
simulation of Kruskal’s algorithm on the STAR–machine.

5 Conclusions

We have proposed a simple and natural associative parallel algorithm for the
dynamic updating an MST after deletion of a vertex. It uses a matrix of tree
paths to easily determine both a tree path between any pair of vertices and the
connected components obtained after deleting a vertex along with its incident
edges. We have also proposed a simple and natural method to easily determine
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a new MST from the current MST by means of Kruskal’s algorithm. We have
obtained that the corresponding procedure DeleteVert takes O(h log n) time on
the STAR–machine having m PEs, where h = max{δT (v), s} and s is the number
of vertices whose tree paths are recomputed. Moreover, we have compared our
algorithm and the FNR algorithm by Das and Loui [2].

We are planning to implement our algorithm on the associative graph ma-
chine [11] that carries out both the bit–serial and the bit–parallel processing.
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Abstract. PLVIP, experimental library for parallel image processing,
designed and implemented in the Image Processing Laboratory of the
Institute of Computational Mathematics and Mathematical Geophysics
SB RAS, is described. The library is built on the principle of vertical pro-
cessing and is installed on two multiprocessor computers of the Siberian
Supercomputer Center, the 32-processor Linux cluster MVS–1000/M and
the 8-processor SMP server RM600–E30. Basic characteristics of the li-
brary (supported data formats, organization of computational process,
and implemented subprograms) and an example of its application are
considered.

1 Introduction

Enormous size of remote sensing data (information flows up to 128Mbps, single
image size of about 1GB, daily content of receive data up to 60GB) and the need
for its real-time interpretation (for example in problems of monitoring forest fires
and floods) require the high performance of the computers involved in processing.
Today it is obvious that the necessary performance cannot be reached by the
means of increasing the computer clock cycle alone, and parallel processing is
the only way to obtain the results within the required time frame.

Existing image processing systems belong, as a rule, to one of the following
three classes: multipurpose and highly optimized libraries for personal comput-
ers and workstations, such as Intel IPP [1] or open source library OpenCV [2];
programs for a single problem solution on multiprocessor computers; or yet more
specialized systems based on custom hardware. Unlike some other fields of infor-
matics that require a large amount of computations (solution of linear algebra
problems, building of high-performance data bases, etc.), basic image processing
systems for conventional multiprocessor computers do not exist today.

The present work describes an experimental library for parallel image pro-
cessing PLVIP designed and implemented in the Image Processing Laboratory
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of the Institute of Computational Mathematics and Mathematical Geophysics
SB RAS. The principle of vertical processing was chosen as the algorithmic
base of the library, which provides effective processing of the arrays of short
data, for example halftone images with small color depth. The library is in-
stalled on two multiprocessor computers of the Siberian Supercomputer Center,
the 32-processor Linux cluster MVS–1000/M and the 8-processor SMP server
RM600–E30.

In the paper, after a brief description of the vertical processing method,
the basic principles of the building of the library PLVIP are considered: sup-
ported data formats, organization of computational process, and implemented
subprograms. Next, the way of optimization of the calculations based on vertical
processing is considered. The application of the created software is illustrated
by the example of the solution of the classic digital cartography problem, the
recovery of an elevation map from a given contours set. In the conclusion, the
author’s considerations about the further work direction are stated.

2 Vertical Processing

In 1970s, for the support of the solution of the problems permitting the mass in-
formation processing, including the image processing problems, specialized fine-
grained SIMD computers were created. This computers consisted of a very large
number (up to a hundred of thousands) of synchronously operating one-bit pro-
cessor elements with own memories and an interconnection network connecting
them [3]. The characteristic feature of SIMD computers was a vertical, or word-
parallel bit-serial, approach to data processing (vertical processing, VP) [4].

The VP principle is schematically shown in Fig. 1, which represents the ex-
ample of the processing of a data array by the traditional and the “vertical” way.
Unlike the traditional processing, when the elements of the array are loaded into

Fig. 1. Traditional (at left) and vertical (at right) approaches to data processing
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processor by turns, and a single element is processed as a whole, during VP the
same-named (i.e., of the same significance) bits of multiple elements are loaded
into processor together.

The set of the values of the same-named bits of all pixels of an image is
called a bit plane of the image. It is bit planes that are the handling units of the
vertical image processing (VIP); the value of a pixel is composed of the values
of the corresponding bits of image planes (Fig. 2).

The algorithmic basis of VIP is formed by the operations on bit planes:

– bitwise Boolean operations;
– shifts to the horizontal (X-shifts) and the vertical (Y-shifts) direction;
– calculation of a “mass” of a bit plane, i.e., of the number of the one bits in

it;
– checks on the presence of at least one 1 (or 0) bit in a bit plane and on the

equality of two bit planes.

The data model used in VP didn’t find an application out of specially de-
signed processors; in particular, the questions of the implementation of VIP
in conventional computers are still unexplored today. Meanwhile, there are the
following reasons to study these questions.

1. The performance of bit-serial computations grows with the decrease of the
size of an individual datum being processed; this allows making the pro-
cessing of arrays of short data more efficient, for example the processing of
halftone images with small color depth.

2. For VP, there are no limitations on the size of a single datum being processed;
this makes calculations with an arbitrary accuracy easy to perform.

3. The algorithmic basis of VIP can be effectively implemented on conventional
computers by the operations on machine words (bitwise Boolean operations
and shifts); present-day 64-bit microprocessors allow processing 64 pixels of
an image in parallel.

Fig. 2. A 16-color image A consists of four bit planes. The value of the pixel (8, 5) of

A is composed of the values of the corresponding bits of A planes
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4. The intrinsic parallelism of VP allows using multiprocessor computers of the
traditional architecture for VIP implementation.

Given considerations became the reasons for creating an experimental image
processing library for traditional MIMD-computers. The library was designed
on the base of VP principle and called PLVIP (Parallel Library for Vertical
Image Processing).

3 The PLVIP Library

The library PLVIP is implemented as a set of C-subprograms [5]. The program-
ming language C and the parallel programming interface MPI were chosen as
implementation tools; that provides both possibility of low-level manipulations
with bit planes and portability of the source code of the library to most present-
day multiprocessor architectures.

3.1 Data Formats

The key problem in carrying the idea of VP to conventional computers was the
design of the format of a bit plane. The impossibility of the implementation of
the full two-dimensional topology on the linear address space of a conventional
computer resulted in a compromise settlement that is similar to the way the VGA
video adapter maps video memory onto main memory in some graphics modes.
A bit plane of an M ×N image is represented by the set of M -bit strings formed
by sequentially kept machine words. The number of words in a string is equal
to M/DC, where DC is the machine word width (suppose that M is divisible
by DC). To support the neighborhood relation by shifts of machine words, the
correspondence between bits of a plane and pixels of the image is defined as
follows: the i-th (from leftmost) bit of the j-th (from lower address) word of
the k-th string of the bit plane corresponds to the pixel with the coordinates
(jDC + i, k) (Fig. 3).

On this basis, the formats of halftone images, as sets of bit planes, are built:
integer and fixed-point. The color depth of fixed-point images is an even number,
and the binary point divides the bit representation of a pixel value in half.

3.2 Organization of Computational Process

The domain decomposition was chosen as the basis principle of computations
parallelization: bit planes (and therefore halftone images) are cut into contigu-
ous horizontal strips whose number is equal to the number of the executing
processors; the strips are then distributed among the processors (Fig. 4).

This principle provides the effective parallelization of Boolean operations
and X-shifts, but Y-shifts, calculation of mass, and comparisons, in their general
form, require data transfer between processors. While comparisons of bit planes
and calculation of mass, intensity of interprocessor communications can be es-
sentially weakened in practical cases by using on a single processor P the result
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Fig. 3. The representation of a bit plane

Fig. 4. The basic parallelization principle of the PLVIP library: bit planes are cut into

strips

of these operations in the strip corresponding to P . However the intensive use of
Y-shifts by an algorithm makes it unsuitable for such parallelization. Therefore,
to provide alternative ways of parallelization, most operations are implemented
in the PLVIP library both for images cut into strips and for whole images on
one processor.

A “star” was chosen as the topology of computations: all input/output op-
erations and conversions of image formats are carried out by the one, “root”,
processor; the other processors receive data from the root, process it, and, if
necessary, return results to the root. The choice of such topology is stipulated
by features of the file system of the MVS–1000/M computer.

3.3 Subprograms of the Library

The set of the library subprograms includes ones for:

– library initialization/termination;
– image input/output in BMP and PCX format;
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– image distribution among processors and assembling on the root processor
from strips;

– binary images (bit planes) handling: copying, bitwise Boolean operations,
shifts, comparisons, and calculation of the mass;

– halftone images handling: copying, converting between the vertical and the
traditional image formats, setting/getting the value of a pixel, etc.;

– halftone images arithmetic: pixel-wise summation, subtraction, multiplica-
tion, and division; calculation of the sum of image pixels and of the inner
product of two images;

– halftone images processing: building a histogram, profiles, a level set of pix-
els values; thinning by Zhang and Suen’s method [6]; and calculating the
Euclidean Distance Transform (EDT).

Table 1 shows the speed-up values of the execution of some subprograms
of the library on 2, 4, 8, 16, and 24 processors relative to the one-processor
execution (the size of the test images is 640 × 640 pixels, the calculations were
carried out on MVS–1000/M).

The exceeding, in some cases, the number of executing processors N by speed-
up values can be explained by the following two factors.

1. The size of data a single processor manipulates with decreases with the
growth of N , and beginning from some N = N∗, the processor places all
data to be processed in the CPU cache memory, which is much faster then
the main memory.

2. An optimization was applied in a number of the subprograms, which allows
reducing the volume of computations on a single processor. The optimization
is based on global properties of the strips processed by the processor (absence
of one (or zero) bits in a strip, coincidence of corresponding strips of two
planes, etc.) (see Sect. 4). With the growth of N and, respectively, with the
decrease of the size of the strips to be processed by a single processor, the
effectiveness of such optimization increases.

Table 1. Speed-up values of the execution of some PLVIP subprograms relative to

one-processor execution

Subprogram Number of processors
2 4 4 16 24

Pixel-wise multiplication 1.6 4.4 10.5 18.0 24.4
Inner product 2.0 3.8 7.4 14.4 19.9
Building a histogram 2.2 3.7 10.0 18.5 21.7
Thinning by Zhang and Suen 1.7 3.6 6.1 8.8 10.3
Building a level set of pixels values 1.7 3.3 7.6 10.0 20.0
Calculation of the EDT 2.0 4.7 7.5 15.5 20.0
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4 Optimization of Algorithms of Vertical Image
Processing

Bit-serial character of vertical processing results in direct relation of algorithm
execution time to the color depth of processed image. However, the optimization
of calculations by the branching of kind “if the i-th bit plane of an image is
filled exclusively with one bits (or zero bits), perform A; otherwise, B” allows,
in a number of cases, making the execution time of the “vertical” calculations
dependent not on a formal size of a pixel, but on the number of different values
that pixels of the image being processed take. This can be illustrated by the
example of the optimization of the histogram building and vertical profile build-
ing algorithms. Table 2 shows the time results (in seconds) of application of the
non-optimized and optimized algorithms of histogram building and of vertical
profile building to two similar grayscale images I1 and I2 of size 1600 × 1400
pixels, pixels of which take 231 different values in the range from 0 up to 255.
For I1 pixel representation, 8 bit planes are used (256 gray gradations); and for
I2, 16 (65536 gray gradations).

Table 2. The results of optimization of vertical image processing algorithms

Algorithm Image
I1 (8 bits per pixel) I2 (16 bits per pixel)

Building histogram (not optimized) .3700 93.0000
Building histogram (optimized) .3000 .3200
Building vertical profile (not optimized) .0072 .0178
Building vertical profile (optimized) .0072 .0103

The time complexity of the non-optimized algorithm of histogram building,
i.e. its execution time as a function of image color depth L, is O(2L) [7]. As
the table shows, the time of execution of the optimized algorithm turns out
to be almost independent on L. The optimization of the algorithm of vertical
profile building, whose time complexity is O(L), turns out to be less effective
because of comparability of computational costs of optimization with costs of
calculations themselves. Nevertheless, the growth of the execution time of the
optimized algorithm with the increase of the color depth is slower than linear.

5 Application of the Library PLVIP: Solution of the
Problem of Recovery of an Elevation Map from a Set
of Contours

5.1 Statement of the Problem

The library PLVIP was used for solving a problem of the recovery of an ele-
vation map from a set of contours. The problem is considered in the following
statement [8].
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1. Let a rectangular region B of raster plane with square elements (pixels) be
given; B will represent the result of discretization of some region of the Earth
surface.

2. The set of B pixels in which the value of the height of the Earth surface is
equal to H is called a contour of the level H .

3. Let the set C1, C2, . . . , CS of the contours of the level L1, L2, . . . , LS respec-
tively be given on B, and Li < Lj when i < j.

4. The set of contours reflects the Earth surface continuity, that is, there are
no contours Ci and Cj , j > i + 1, that are not separated from one another
by the contours Ci+1, Ci+2, . . . , Cj−1.

On the basis of (1-4), it is required to approximate the value of Earth eleva-
tion in the pixels of the set U = B\

⋃S
i=1 Ci.

It was shown in [9] that the condition (4) can be weakened and one can
allow even an intersection of contours of different levels. However, the respective
changes in the algorithm do not influence its parallelization so all the reasonings
below will be referred to the simpler statement (1-4).

5.2 Algorithm of Solution

The considered algorithm of the problem solution is described in details in [9].
Without going in details, note that the algorithm consists of the following steps.

1. Each contour Ci is divided into non-intersecting subsets of pixels Cij , j =
1, . . . , J(i) (segments) such that two different segments of one contour Ci are
separated from one another by the set Di =

⋃
k �=i Ck.

2. For each segment Cij , a region of dependency dep(Cij) is built, which consists
of pixels not separated from Cij by Di (Fig. 5); in dep(Cij), a field Distij of
Euclidean distances to Cij and a field of the segment level Heightij, which
value is equal to Li in every pixel, is built.

3. Four global fields are assembled from the built local ones: Dist0 and Dist1,
which are the compositions of the fields of distances to the segments of even-
and odd-numbered contours respectively, and Height0 and Height1, which

Fig. 5. The segments of the contours C1, C2, and C3; the gray region is dep(C11)
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are the the similar compositions of the fields of segments levels (the operation
of the composition is correct because the regions of dependency of either two
segments of non-neighbor contours or two different segments of one contour
do not intersect).

4. The field of height approximating values H is obtained as the result of an
array arithmetic operation applied to the global fields built:

H =
Dist0Height1 + Dist1Height0

Dist1 + Dist0
.

This formula is a two-dimensional generalization of one-dimensional linear
interpolation; in the case of the “continuous” plane, it provides the contin-
uous 3D surface recovery.

The example of the algorithm application is shown on Fig. 6: the left picture
is the set of 15 contours on the raster map of the size 500 × 500 pixels (black
pixels on white background), the right picture is the result elevation map.

Fig. 6. The example of the recovery algorithm application

5.3 Parallelization of the Algorithm with the Library PLVIP

The most time-consuming parts of the algorithm are the extraction of segments
from contours and calculation of EDT for them (the final arithmetic operation
takes the small part of the algorithm execution time and can be easily parallelized
by the domain decomposition). At that, only EDT calculation is well parallelized
by the domain decomposition (as is seen from Table 1). The operation of segment
extraction and its region of dependency building consists of the iterative sequence
of the shifts of a contour image; moreover the criterion of the termination of
segment extraction is a predicate concerning some image as a whole, and this
image is changed from iteration to iteration.
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Consider three approaches to the parallelization of the algorithm, imple-
mented with the PLVIP library.

Algorithm A1, the base parallelization way of the PLVIP library. Each
image involved in calculations is cut into horizontal strips, which are then dis-
tributed among processors. Here an image Y-shift results in the data transfer
across the boundary between neighbor strips, and the check of the condition of
the termination of segment extraction requires the synchronization of the work
of all executing processors. Next, for the parallel calculation of the distances field
of a segment, each processor needs the whole image of the segment obtained, so
it is necessary to assemble it on every processor. The obvious disadvantage of
this approach is the intensive interprocessor interaction.

Algorithm A2, parallelization by contours. Each processor processes (i.e.,
extracts segments, builds regions of their dependency, and calculates distances
and levels fields) its own subset of contours, and a contour is processed as a
whole by one processor. After that, the local fields of distances and of levels
are gathered on the root processor, where then the global fields Dist0(1) and
Height0(1) are composed. Next, the global fields, which are fixed-point images,
are cut into strips and distributed among the processors for the final arithmetic
operation carrying out. The advantage of this approach is the small dependency
of parallel processes, as synchronization and interprocessor interaction is required
only when the data obtained are assembled. The disadvantage is limiting the
number of processors by the number of contours and the possibility of non-
uniform load of the processors, since the workload of a single processor depends
on the number and complexity of the contours it processes.

Algorithm A3, parallelization by contours with the equalization of work-
load. The extraction of segments from each contour is carried out by one pro-
cessor. Processors that have no contours or that have already processed their
contours get extracted segments by request and calculate EDT for them. If there
are no requests for the segment, it is processed by the processor that have ex-
tracted it. The processing of requests is carried out by the root processor, which
does not take part in the calculations themselves. This approach seems to be the
most flexible of three listed ones; there is no strong processes dependency as in
A1, and more uniform processors load is reached than in A2.

The computational experiments were carried out on MVS–1000/M for the
set of 15 contours on the raster map of the size 1600×1400 pixels (total segments
number is 29951). The results of the experiments are shown in Table 3.

In the table, for each algorithm Ai, its execution time TAi (in seconds) and
its speed-up AcAi relative to the one-processor execution (2574 sec) are given
for different numbers of the executing processors. As it is seen, the algorithm A3

loses to other approaches in the execution speed for small (2-3) numbers of the
processors only.

The detailed analysis of the critical sections of all three algorithms is done
in [10]. Here we just note that the results of the experiments give illustration
in support of the chosen strategy of the library PLVIP building, providing the
alternative ways for the parallelization of computations.
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Table 3. The execution time of the parallel versions of the elevation map recovery

algorithm

Number Algorithm
of A1 A2 A3

processors TA1 AcA1 TA2 AcA2 TA3 AcA3

2 1136 2.27 1270 2.03 1943 1.33
3 911 2.83 965 2.67 1004 2.57
5 909 2.83 690 3.73 584 4.41
7 785 3.28 507 5.08 436 5.91
11 780 3.30 429 6.00 311 8.28
13 866 2.97 323 7.98 262 9.83
15 833 3.09 246 10.47 236 10.92
20 935 2.76 - - 220 11.71
24 - - - - 211 12.21

6 Conclusion

Despite the serious limitations posed by the vertical image representation (uni-
formity of computational algorithms, growth of computational costs with in-
crease of color depth, etc.), the creation of the library PLVIP is an important step
toward the understanding of the principles of building image processing systems
on conventional multiprocessor MIMD-computers. Based on the received expe-
rience, the work on creation of the universal high-performance image processing
library on the multiprocessor computers of the Siberian Supercomputer Center
starts in the Image Processing Laboratory of ICMMG SB RAS. Support of both
vertical and traditional image formats and a variety of parallelization methods
(”image on single processor”, ”cutting image into strips”, ”cutting image into
strips with overlapping”, etc.) have been chosen as the important principles of
building the library. In addition to the basis algorithms of image processing, the
original ones elaborated in the laboratory and oriented to the aerospace images
will be also included in the library.
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Abstract. Experiments of neural network training procedure paralleli-
zation are conducted. Several styles of parallelization are described and
compared, estimations of neural network size and training set size that
allow speedup on two-processors SMP machine are obtained.

1 Introduction

Artificial neural networks are a flexible instrument for solving a lot of problems
including non-linear regression, supervised learning and pattern recognition, un-
supervised learning, associative memory, optimization tasks etc. Here we study
only a back-propagation neural networks introduced in 1986 and named so be-
cause of the main part of its training algorithm doing ”back propagation of
errors” to compute gradient vector along adjustable (trainable) variables.

Experiments of running neural networks on parallel computers start at the
end of 1980-ies [1,2,3], but mostly focus on the specific architectures – trans-
puters, connection machines, massively parallel computers. This epoch of inves-
tigations ends in the middle of 1990-ies with a remarkable works of [4,5,6,7,8]
(see also references therein). Moreover, results of [8] were confirmed recently
[9,10,11]: so-called online training is theoretically faster than batch-training, but
unparallelizable (batch training that accumulates penalties and updates over the
patterns of the training set can be parallelized, but in general converges slowly).

Here we study parallelization for SMP (symmetric multiprocessors) comput-
ers. This research becomes necessary due to wide usage of multiprocessor servers,
HyperThreading technology that was introduced by Intel Corp. recently, and
plans of Intel Corp. to step to multicore processors, each core of which will
support HyperThreading (i.e. can run two threads simultaneously under some
restrictions). So in a nearest future we will be able to run up to 4 parallel threads
on a single dual-core processor, and SMP computations will be of usual use.

Such a perspectives of hardware evolution makes SMP-programming more
valuable than clustering techniques because of widely usage of a common com-
puters (with multikernel processors therein) in a nearest future. Also, results
obtained for SMP-software give some landmarks for a cluster platforms too.

In the paper we briefly describe neural network structure and training al-
gorithm and possible parallelization schemes, then describe data bases used in
� This work was supported by the Krasnoyarsk regional scientific fund, grant 15G277.
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experiments and provide experimental results. Then we discuss some additional
questions and perspectives.

2 Artificial Neural Networks

2.1 Neural Network Structure

Here we use only a most convenient network structure – feedforward network
with a single hidden layer of neurons. For a input vector x of n components and
vector of desired outputs y of m components we can describe neural network
as follows. Firstly, we compute the outputs of a hidden layer of N neurons as

zi = f(
n∑

k=1

xkwki+w0i) for each that neuron i using nonlinear function f , usually

of sigmoidal form a-la f(θ) =
θ

c + |θ| , c > 0. Then we compute each j-th output

signal ŷj =
N∑

l=1

zlulj + u0j . Variables wab, ucd are trainable network coefficients

that should be adjusted during training. Training should minimize differences
between desired and obtained signals (yj and ŷj respectively) using some error
measure, e.g. of a mean square error form.

Different optimization methods can be used during training – random search,
genetic algorithms, gradient optimization techniques. Here we use the last one be-
cause ”back propagation of errors” (precisely, back propagation of partial deriva-
tives of the error measure) algorithm allows fast computation of gradient vector
of error measure function along values of trainable network variables. When we
obtain gradient vector, we can use gradient descent equation to improve quality
of network’s response by making step along the antigradient direction.

2.2 Training Scheme and Possibilities of Parallelization

Here we use batch training – accumulation of gradients for all the patterns col-
lected in training set to compute overall gradient: for error measure Hi(xi,yi) =
‖yi− ŷi(xi)‖ for a training pattern {xi,yi} and overall error H =

∑
Hi we can

compute ∇H as ∇H = ∇
∑

Hi =
∑
∇Hi, therefore computation of different

Hi’s and their gradients can be done in parallel over a different parts of the
training set. I.e. for two parallel threads and K training patterns we can divide
training set onto sets with pattern indexes {1, ..., K/2} and {K/2 + 1, ..., K}, si-
multaneously compute H1 and ∇H1 by the first and H2 and ∇H2 by the second
thread and then obtain final values of H = H1 + H2 and ∇H = ∇H1 +∇H2.

Oppositely, online-training corrects network after each pattern processing
(along ∇Hi, not ∇H) – this is unparallelizable due to frequent modifications of
the network and loss of suitability for any other parallelly computed gradient
(which becomes obsolete after model correction along the concurrent one).

Each batch-training epoch consists of overall gradient computation, unnec-
essary phase of step size and/or descent direction selection (e.g. using conjugate
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gradient method) and network modification. Iterations last until the desired
value of H is obtained or some stopping criteria is met, e.g. local minima found.

For SMP-parallelization, i.e. fast memory access without any slow network
links, we propose the following three data separation schemes:

1. Thread requests for a next unprocessed pattern, i.e. there is no hard or formal
separation of the training set. But we should additionally synchronize access
and modification of a pointer to a next pattern.

2. Hard separation – training set is divided onto a parts which number is equal
to a number of processors without any redivisioning lately. Each processor
(thread) here will work with a constant subset of patterns that can be cached.

3. Hard separation, but if the thread finishes his prescribed data processing, it
handles some of currently unprocessed data assigned to the other thread.

The third scheme is required because we can stop i-th pattern training when
the desired Hi is obtained. So we can skip ∇Hi computation, and when the
numbers of already-trained patterns in a sets corresponded to different threads
differs greatly, some threads may finish their work earlier and should wait others.

3 Data Bases Used in Experiments

We use 20 real-world data bases available from http://kdd.ics.uci.edu/. All of
them are classification tasks. Table 1 summarize data base properties (number
of classes, number of training examples and the number of bytes to store prepro-
cessed data base and some additional information needed) and neural networks
properties (number of neurons, input signals, number of adaptive variables in
network). For three data bases we use neural networks of two different size in
order to propagate results further along the network size scale.

4 Results of Experiments

Parallelization properties was implemented into author’s own neural network
software package running under MS Windows. We did not use any high-level
parallelization package but create and synchronize threads using Window API.
Neural network kernel previously was programmed careful enough – without
object orientation that can hurt performance, with manual reprogramming of
some routines using Assembler.

Experiments was conducted on a SMP workstation with two 1Ghz Pentium
III processors. For the last two parallelization schemes (as numbered in Section
2.2) we also study implementations with hard assignment of every thread to a
definite processor in order to maximize cache hitting for non-changing partitions
of training set. Curiously, this versions help to increase speedup further (about
3÷5%) not for the small data bases but also for the great ones too, where only
a little amount of data can be cached, but this results are not shown here.

Results of experiments are presented on Figures 1-3 where vertical axes count
speedup obtained over the initial single-threaded version.
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Table 1. Data base sizes and corresponded neural network sizes

Database Num. of Num. of Num. of Num. of Num. of adaptive Data size,
name patterns input signals classes neurons variables in bytes

AnnThyroid 3772 21 3 10 253 437552
Car 1728 6 4 15 169 110592

HypoThyroid 3162 19 2 10 222 316200
Letter 20000 16 26 25 1101 5600000

Mushrooms 8124 111 2 10 1142 3802032
Musk 6598 166 2 10 / 15 1692 / 2537 4539424

Nursery 12960 8 5 20 285 1036800
OptDigits 3823 62 10 10 740 1284528
PageBlocks 5473 10 5 10 165 481624
PenDigits 7494 16 10 10 280 1139088
Satellite 4435 36 6 20 866 887000
Shuttle 43500 9 7 15 262 4350000

Spambase 4601 57 2 25 1502 1159452
Vowel 990 11 11 15 356 138600
Yeast 1484 8 10 40 770 178080

MF-Fac 2000 216 10 10 / 15 2280 / 3415 1904000
MF-Fou 2000 76 10 15 1315 784000
MF-Kar 2000 64 10 10 760 688000
MF-Pix 2000 240 10 10 /15 2520 / 3775 2096000
MF-Zer 2000 47 10 15 880 552000

Fig. 1. Speedup obtained using two threads over single thread. Marks on a horizontal
axis are from the simple ordering of the neural networks along their size

Fig.1 show speedup values when neural networks are simply ordered by their
size. Effectivenesses correspond to parallelization schemes numbering, which is
clear enough: for the scheme where threads simultaneously ask for the next un-
processed pattern great enough fraction of time is thrown away because of syn-
chronization waits. When data set is divided between threads the third scheme
with adaptive capturing of some examples unprocessed by the other thread runs
faster than scheme with no-helping-to-each-other threads.
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Fig. 2. The same results as in Fig.1, but horizontal axis counts real network size

Fig. 3. Dependencies between data size, in bytes, and achieved speedup

Fig.2 shows the same results as Fig.1 but horizontal axis correspond to a real
number of adaptive parameters in the network, so we can see more clearly that
concurrent (first one) scheme gives no speedup for nets with less than 300 coeffi-
cients. Both Fig.1 and Fig.2 indicate speedup improvement with the network size
growth, so it’s possible to conclude that parallelization can be efficient (gives, at
least, speedup of 1.5 for two-processors computer) only for the back-propagation
networks with 1000 synapses at least. Network of that size is suitable for the
great number of real world problems, and it’s difficult to find a problem where
a network with 10000 or more weights is required – but only for such a big
networks we can achieve speedup near the theoretical limit of 2.

We should note that computations during neural network training are mainly
of multiplication/accumulation instructions (see Section 2) that can be efficiently
encoded by the compiler using SSE instructions (or programmer by itself can use
vector-matrix computation package with SSE optimization therein) – this is the
reason for the great influence of threads synchronization routines because each
training epoch for small and medium-sized nets last only fraction of a second.
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There may exist some dependence between speedup ratio and data base size
(e.g., cache size influence), but less certain. Data base size affect on effective-
ness less than network size, all the speedup drops on Fig.3 correspond to small
nets.

5 Conclusion

We study the effectiveness of neural network software parallelization on two-
processors SMP computer, explore three methods of data separation and some
additional tricks. Obtained results are promising: for the most efficient scheme we
obtain average speedup about 1.5 over a single-threaded program, and speedup
varies from 1.2 to more than 1.6 over a wide pairs of network and data sizes.

We plan to step to heterogeneous parallel scemes which is necessary for Hy-
perThreading feature of Intel Pentium IV Prescott processor where two threads
can run simultaneously only while using different blocks of CPU, e.g. floating
point and general purpose blocks. Also we’ll study techniques and influental
things more carefully, for other network structures and methods too [12].
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Abstract. As Internet real-time multimedia applications increase, the
bandwidth available to TCP connections is stifled by UDP traffic, which
results in the performance of overall system to be extremely deterio-
rated. Therefore, developing a new transmission protocol is necessary.
The TCP-friendly algorithm is an example satisfying this necessity. The
TCP-Friendly Rate Control (TFRC) is an UDP-based protocol that con-
trols the transmission rate based on the variables such as RTT and PLR.
In the conventional data transmission processing, the transmission rate is
determined by the RTT and PLR of the previous transmission period. If
the one-step ahead predicted values of RTT and PLR are used to deter-
mine the transmission rate, the performance of network will be improved
significantly. This paper proposes a predictive TFRC protocol with one-
step ahead RTT and PLR. A multi-layer perceptron neural network is
used as the prediction model, and the Levenberg-Marquardt algorithm is
used as a training algorithm. The values of RTT and PLR were collected
using UDP protocol in the real system used for NN modeling. The per-
formance of the predictive TFRC was evaluated by the share of Internet
bandwidth with various protocols in terms of the packet transmission
rate. The extensive experiment of the suggested system in real system
was performed and proves its advantages.

1 Introduction

Most Internet traffics are caused by TCP based protocols, such as HTTP (Hy-
pertext Transfer Protocol), SMTP (Simple Mail Transfer Protocol), FTP (File
Transfer Protocol). In addition, there is a new issue stemming from an increase
Internet traffic, which is due to the real-time audio/video streaming applications,
in using an UDP, such as an IP telephony, Internet audio player, and VOD. A
real-time application generally doesn’t use a TCP [1], and uses a UDP [1] algo-
rithm, which doesn’t consider congestion control. If congestion control applied
in the network where a TCP and UDP share the same link, the TCP will reduce
the transmission rate to solve the congestion problem; however, the UDP will
maintain its transmission rate and increase the congestion due to it occupies a

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 193–205, 2005.
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large part of the effective bandwidth. This property will facilitate an imbalance
in the use of a network.

In order to solve these problems, a modified rule of transmission rate control
can be applied to non-TCP traffics for sharing the bandwidth fairly with the
mechanism of TCP transmission. This transmission rule should have the prop-
erty that non-TCP applications include the TCP-friendly property, in which the
system should support a fair distribution. There have been various TCP-friendly
algorithms reported to solve unequal distributions [2][3][4]. The most prominent
algorithms among them are the Rate Adaptation Protocol (RAP)[5], and TCP
Friendly Rate Control (TFRC)[6].

An important property of a TCP-friendly algorithm is control the transmis-
sion rate adaptively by measuring the network condition. However, this property
doesn’t consider a QoS (Quality of Service), which affects the quality of a trans-
mitted image, due to focus on the fairness aspect for TCP flows. In addition,
the existing TCP-friendly algorithm determines the control transmission rates
based on RTT and PLR of the previous states. Therefore, when the packets are
transmitted through network based on the transmission rate is not appropriate
for the present network condition anymore. The transmission rate is optimal
for the past packet transmission condition. This suggested algorithm estimates
the Internet bandwidth during data transmission, which is called the RTT, and
PLR and predict the one-step-ahead value of them using a neural network. The
predicted RTT and PLR were used as important factors for a prediction of trans-
mission rate. Moreover, the prediction model included a transmission protocol
that developed through this study are evaluated its performance through real
network system tests.

A decision tree, rule based, and neural network were generally used to build
the prediction model. This study used a neural network, which can model the
nonlinear system [7]. A multi-layer perceptron (MLP) structure [8] was used
as a model structure. The Levenberg-Marquardt Back-propagation (LMBP)[9]
solving the problem converges to a local minimum, which is a demerit of the
back-propagation algorithm [10], was used to train the neural network(NN).

In order to improve the accuracy of the prediction model, the NN was trained
by using a moving average value, which has been applied to the transmission rate
control mechanism of the TCP [11][12]. In addition, a hybrid method, which
operates the prediction model when the network is under a congestion situation,
and the general TFRC was operates when the network is in a normal operating
condition. The main contributions of this paper are

1. Development of a neural network model for the RTT and PLR of the network.
2. Propose a predictive TFRC protocol.
3. Improvethe valid transmission packet rate compare to the TFRC protocol.
4. The suggested predictive TFRC does not deteriorate the TCP transmission

compare to the UDP protocol.

After brief reviewing the basic concept of TFRC and NN in section 2 and 3,
the real experimental system has been set up in order to verify the suggested
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system in section 4. The measurement of the RTT and PLR has also been dis-
cussed in section 5.1 and 5.2. Section 5.3 shows the neural network modeling
and the packet transmission rate control tests in the real system and the brief
concluding remarks are offered in section 6.

2 TCP-Friendly Transmission Rate Control

Multimedia transmission can be classified into two main methods, which involve
either replaying the entire multimedia file previously downloaded from a web
server or streaming. In the latter case, a part of the entire file is downloaded and
the multimedia content is displayed while the rest of the file is being downloaded.
The method of streaming is well suited to the real-time broadcasting of audio
and video data.

In the case of multimedia transmission using the Internet, packet loss occurs
mainly as a result of transmission errors and congestion. In response to this, the
TCP protocol reduces the transmission rate using its own method of congestion
control. Therefore, if a number of TCP connections that have a similar RTT
delay share the same channel, they will share the available bandwidth equally.
The problem of bandwidth distribution was not studied in detail in the past,
because almost all traffic utilized a TCP based protocol, but it is becoming one
of the most important issues, due to the increasing use of real-time applications,
such as IP telephony, video conferencing, etc., and Non-TCP traffic such as au-
dio/video streaming services and various other services. Unfortunately, whereas
TCP reduces the transmission rate when the network is under congestion condi-
tion, but Non-TCP protocols increase the overall amount of traffic by continuing
to transmit at their original transmission rate, because Non-TCP traffic does not
incorporate any method of rate control that is compatible with TCP. Therefore,
a mechanism is needed which allows the transmission rate of Non-TCP traffic
to be controlled and which is compatible with that of TCP. In addition, it is
necessary to distribute the available bandwidth, by making the Non-TCP traffic
adhere to the TCP-Friendly protocol, in order to solve the problem referred to
as TCP-Friendly congestion.

Any method based on TCP-Friendly congestion control should calculate the
transmission rate based on a TCP model [11], in which the average transmission
rate over time can modeled by considering the operation of TCP in the steady
state. This depends on the operation of the TCP protocol, but can basically be
expressed as Eq. (1).

R = f (PLR, RTT ) (1)

where R is the transmission rate, PLR is the packet loss rate, and RTT is the
round trip time.

The transmission rate used in this paper is in Eq. (2). The derivation of the
Eq. (2) is shown in [2].
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where, tRTO is the retransmission time out, p is the packet loss rate.

3 Neural Netowork

The structure of the predictive model used in this study is the multi-layer per-
ceptron NN and consists of an input layer, hidden layer and output layer. The
output of the multi-layer perceptron is presented in Eq. (3) [13].

ŷi (t) = gi [ϕ, θ] Fi

⎡⎣ nh∑
j=1

wi,jfj

( nϕ∑
l=1

wj,lϕl + wj,0

)
+ Wi,0

⎤⎦ (3)

where θ is a parameter vector that includes all of the adjustable parameters in the
neural network structure, and {wj,l, Wi,j} are weights and biases, respectively.

The error function, E, that represents the error between the output of the
training data and the output of the neural network can be defined as in Eq. (4)

E =
1
2

k∑
n=1

(yn − on)2 (4)

where yn is the target value of the training data and on is the output of the
neural network.

The LM algorithm was used in training. This algorithm can solve dynami-
cally the problems presented in the Steepest Descent and Newton methods. The
weight w can be obtained by using Eq. (5).

wi+1 = wi − (H + λI)−1∇F (wi) (5)

where ∇F (wi) = ∂F
∂wi

:gradient F =
∑N

k=0 e2
k is SSE(square-sum error) k is the

kth sample,H = ∇2F (w) is the Hessian matrix, and λ is a parameter varying
dynamically.

However, the LMBP algorithm adopts the Gauss-Newton method that ap-
proximates the value of H since the second derivative produces computational
problems. That is, the value of H used in the Newton method can be obtained
by means of Eq. (6).

H =
[
∇2F (w)

]
ij

=
∂2F (x)
∂wi∂wj

= 2
N∑

k=0

[
∂ek (w)

∂wi

∂ek (w)
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+ ek (w)
∂2ek (w)
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]
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where the second term of Eq. (6) can be neglected, hence

[
∇2F (w)

]
ij
∼= 2

N∑
k=0

∂ek (w)
∂wi

∂ek (w)
∂wj

= 2JT (w) J (w) (7)



Development of Predictive TFRC with Neural Network 197

where Jki = ∂ek

∂wi
is a Jacobian matrix. By using this approximation, the necessity

to use the second derivative can be eliminated. ∇F (wi) presented in Eq. (8) is
defined by

∇F (wi) = JT (wi) e (wi) (8)

Therefore, the modified LMBP algorithm can be expressed as Eq. (9).

wm+1 = wm −
[
JT (wm) J (wm) + λmI

]−1
JT (wm) e (wm) (9)

4 Experimental Set Up

4.1 End-to-End- System

A VBR(Variable Bit Rate) video transmission system through the Internet is a
type of end-to-end(ENDE) system based on a server-client configuration. Fig.
1 presents a typical server-client model[13]. The server-client system used in
this study was configured by a server, which was located in Cheonbuk National
University and had an IP address of 210.117.183.41, and a client, which was
located at Seoul National University and had an IP address of 147.46.156.91.
The operation system of the server is Wow Linux 7.3(kernel 2.4.18-4) and the
CPU is PIV 1.7 MHz, and memory size is 512 Mbyte. The client computer using
Redhat Linux 8.0(kernel 2.4.20), AMD Athlon 1200, and the memory size is
same as the server.

Fig. 1. Structure of Server-Client system

The server has two processes, one is the data transmission processor and
the other one is transmission prediction processor, and the client also has tow
processors such as data receiving and retransmission processor. Each processor
was independently operated. The transmission prediction processor in the server
stores the predicted transmission rate to the shared memory in real-time, and
the data transmission processor transmitted data according to the transmission
rate, which was stored in the shared memory. The receiving and retransmission
processor located in the client side retransmits the probe header of the packet
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to the transmission rate prediction processor. Once the client processor receives
the packet, it divides the packet into a probe header and a data file, it then
retransmits the probe header, which has a new time data required to figure out
the RTT and PLR, to the transmission rate prediction processor.

The suggested system uses a shared memory for real time data transmission.
The main reason using a shared memory in the system is that fast access to
data can be achieved. Communication between different processors required four
different duplications of data; however, the shared memory method presented two
different duplications of data. Since rapid communication between the processors
can be achieved using a shared memory method, it is possible for the data
transmission processor and transmission rate prediction processor to operate
their own processing without any interrupts.

4.2 Data Transmission Rate Control Algorithm

The transmission processor can transmit packets using the TCP-Friendly method,
as mentioned in Chapter 2. The packet transmission test was conducted using
Eq. (2). The initial transmission speed is 100kb/s, and the whole packet size is
625 bytes, of which 64 bytes are reserved for the probe header. The probe header
is attached to the header of the transmission packet, in order to measure the RTT
and PLR. The probe header constitutes 7 segments; Sequence Number(tp), Se-
quence Number(rp), Sequence Number(RTT-PLR ep), Time Stamp(tp), Time
Stamp(rp), Time Stamp(RTT-PLR ep), and the User Data. The transmission
processor (tp), receiving-retransmission processor (rp), and RTT-PLR estima-
tion processor (RTT-PLR ep) were implemented using a socket program written
in the ANSI C language. The ’ep’ appeared in the above indicates the trans-
mission processor, ’rp’ is for receiving-retransmission processor, ’RTT-PLR ep’
represents the RTT-PLR estimation processor.

In addition, it has a storage area used to store numbers of transmitted
packets, so as to keep track of the order in which the packets are transmitted
from each processor and their transmission time. When the transmission proces-
sor transmits a packet to the receiving-retransmission processor, the receiving-
retransmission processor separates the probe header from the received packet,
inserts the packet number and current time into the probe header, and then
retransmits it to the RTT-PLR estimation processor. When the RTT-PLR ep
processor receives the probe header, it estimates the RTT and PLR using Eqs.
(10) and (11), respectively.

RTT = packet arrival time of RTT-PLR ep - Transmission time of tp (10)

PLR(%) = 1− total sum of the received packets at the round i

total sum of the transmitted packets at the round i
× 100

= 1− Ri −Ri−1

Si − Si−1
× 100 (11)

Ri : the sequence number of the latest received data at i
Si : the sequence number of the latest transmitted data at i



Development of Predictive TFRC with Neural Network 199

Ri−1 : the sequence number of the latest received data at (i− 1)
Si−1 : the sequence number of the latest transmitted data at (i− 1)

The RTT and PLR are measured in every 2 seconds called ’round’ in this
paper. where the round refers to a time interval of 2 seconds. When the Internet is
under the congested situation, the values of RTT and PLR are likely to fluctuate
rapidly. Even though controlling the transmission rate can help reducing the
amount of traffic problems by rapidly applying these suddenly changed values of
RTT and PLR directly to the TFRC mechanism, the quality of service of real-
time applications will rapidly deteriorate. In order to prevent this problem, the
RTT and PLR of the TFRC algorithm should adhere to the calculation method
used by the RTT and PLR of the TCP algorithm. The TCP protocol can change
the estimated values of RTT and PLR naturally by using a low-pass filter. The
estimated values of RTT and PLR can be obtained by using the moving average
as described in Eq. (12).

RTT∗ = αRTT∗ + (1− α) newRTT , PLR∗ = αPLR∗ + (1− α) newPLR (12)

where α is a parameter that has a recommended value of 0.9, and newRTT
and newPLR are recently estimated values of RTT and PLR, respectively. The
moving average can be used to control the transmission rate, by reducing any
sudden changes in the values of the RTT and PLR when the network is congested.
In the transmission test, the RTT and PLR are estimated at every round, and
the moving average RTT and moving average PLR are determined using Eq.
(12). Although a prediction model presented an excellent performance, in the
case of the prediction of RTT and PLR using a prediction model after passing
one round, some errors could possibly be occur. In this study, a TCP-friendly
algorithm was used to send data for the stable state having no loads in the
network. A predictive TFRC method, which controls the transmission rate using
the proposed prediction model, was used to decide the transmission rate when
the PLR was over 5%. This hybrid method can be effectively used to control
the transmission rate by removing an error of the prediction model, which can
occur in the network that has less loads. If PLR is less than 5%, use Eq. (13),
otherwise use Eq. (14).
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(13)
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where, tRTO is the retransmission time out, RTT2 and p2 are RTT and PLR
obtained using prediction NN.



200 S.-g. Yoo, K.T. Chong, and H.-s. Kim

5 Experimental Results

5.1 Neural Network Modeling

This section evaluates NN predictive modeling performance for the RTT and
PLR. The training data of the RTT and PLR was collected using the real system
mentioned in section 4 using UDP. A traffic generator IPERF [14] was used to
produce the various situations involving network control in this experiment.

Table 1 shows the amount of traffic generated by IPERF, and the measured
values of the RTT and PLR from the experimental test, the first row shows the
amount of traffic generated. The average RTT is about 10.3ms when there is
no traffic, and the average PLR is about 0.5%. The RTT and PLR increased
rapidly when the traffic load is increased.

A multi-layer NN structure and LMBP training algorithm were used to obtain
one-step-ahead values of RTT and PLR. The NN model consists of 20 nodes
in the input layer, 8 nodes in the hidden layer, and the output layer has a
single node. The packet transmission test was performed by the communicating
between Cheonju and Seoul, 30 minutes long in every hour. The experiment
performed 15 times a day for more than one week. Approximately 70% of the
collected data was used to train the NN, and the rest was used to validate the
obtained NN model.

Fig. 2 depicts a part of the RTT data collected from the UDP transmission
while a load was applied as shown in table 1.

The NN was trained until the error reaches smaller than 1.4%. Also the PLR
data was collected with similar method as in the RTT case in order to obtain

Table 1. Experiment Results of RTT and PLR

0 Mbyte 1 Mbyte 2 Mbyte 5 Mbyte 7 Mbyte

Max.RTT(ms) 10.8 17.3 23.9 45.2 79.3
Min.RTT(ms) 10.1 115. 19.4 29.7 34.9
Max.PLR(%) 1.2 2.4 8.1 12.7 14.4
Min.PLR(%) 0 0.5 3.8 11.3 12.5

Fig. 2. Response of RTT obtained using UDP
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the training and the validation data for PLR as shown in Table 1. The training
procedures performed until the error reduces to as low as 1.52%.

NN Modeling of RTT and PLR using the moving average method also has
been performed. It demonstrated that the moving average produces better re-
sults when the data set characterized with high variation. By reducing the rapid
change, it was easier to train the NN, which improved the training where the
error can be low as 1.1% for RTT and 0.87% for PLR case.

5.2 Validation of a Prediction NN Model

Validation of a RTT and PLR. Fig. 3 and 4 present the validation results
of the RTT and PLR prediction model using data that was not applied to the
training process. The dotted line is the output of the neural network. It reveals
that an error occurred in the normal state, however, the error was reduced when
a large load was applied, where the error rate for RTT was 5% and the PLR was
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3.82%. This paper improved the performance of a prediction model by reducing
the variation range of the PLR using the moving average value in the next
section.

Validation of RTT and PLR with moving average method. Fig. 5
presents the validation results of the RTT neural network model that estimates
using a moving average values. An error occurred at the maximum value was
negligible. In addition, the error rate was about 1.125% and significantly im-
proved compare to the case that didn’t apply the moving average, where the
error rate was 5%.

Fig. 6 presents the validation results of the NN model that estimates the PLR
using the moving average values. The graph showed improved results compared
to the case without moving average method, where the error rate was about 0.9%.

5.3 Measuring a Bandwidth Sharing Rate

This section conducted a test from the viewpoint of bandwidth sharing for the
TFRC (pTFRC1) that was simply applied by a prediction model, and TFRC
(pTFRC2) that was applied by the prediction transmission using both the mov-
ing average and hybrid method.

Simultaneous Transmission of TCP and UDP. Fig. 7 presents the trans-
mission rate for the simultaneous transmission of TCP and UDP by applying
the load from 0 to 7Mbps, which were produced using a traffic generator. This
process revealed that the UDP transmits data with a constant transmission rate,
regardless of the network condition, because it has no congestion control mecha-
nism. However, the TCP reduced its transmission rate according to the increase
in loads using a congestion control algorithm. In addition, the transmission rate
of TCP significantly decreased when loads is increased due to the aggressive
transmission of the UDP.
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rate for TCP and pTFRC1
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Fig. 10. Simultaneous Transmis-
sion rate for TCP and pTFRC2

Fig. 8 presents the transmission rate for the simultaneous transmission of
TCP and TFRC by applying the same load as in the previous case. It revealed
that the TFRC significantly decreased the transmission rate according to the in-
crease in loads using a congestion control algorithm. The TCP also decreased the
transmission rate in proportion to the size of loads. However, the TCP presented
a higher transmission rate than that of the simultaneous transmission with the
UDP. This result was achieved due to the fact that the TFRC has mechanism
sharing the bandwidth with other protocols.

Simultaneous Transmission of TCP/pTFRC1 and TCP/pTFRC2. Fig.
9 presents the simultaneous transmission of the TFRC (pTFRC1) and TCP
algorithms, which decide the transmission rate by predicting the RTT and PLR,
which did not using either a moving average or hybrid method. The pTFRC1
reduced the transmission rate according to the size of the loads. However, this
demonstrates that the change in the transmission rate was minute. This means
that the prediction error still existed, and the aggressive transmission of the
UDP continued, even though the traffic was predicted.

Fig. 10 presents the simultaneous transmission of the TFRC (pTFRC2) and
TCP that were applied using the moving average and hybrid method. The pT-
FRC2 reduces its transmission rate compared to the existing pTFRC1, according
to the increase in loads, and presented higher transmission rate than that of the
TFRC. This means that the transmission rate was controlled by adapting the
traffic situation, while the sharing rate of TCP was maintained.

Simultaneous Transmission of every protocol. Fig. 11 presents the trans-
mission rate using the four different TCP protocols studied so far. It revealed
that the transmission rate of the TCP significantly decreased compared to other
protocols, because the UDP and pTFRC1 presented an aggressive transmission.
However, the TFRC and pTFRC2 provide a smooth reduction in TCP. The
pTFRC2 guaranteed the transmission rate of the TCP, while it maintained a
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Fig. 12. Transmission rate with re-
spect to the packet size

higher transmission rate than that of the TFRC, even though the TFRC pre-
sented smoother changes than those of the pTFRC2.

Fig. 12 presents the transmission rate for each protocol according to the
size of loads. It reveals that the UDP transmits data using a constant speed
because it has no congestion control algorithm. The pTFRC1 still aggressively
transmits data due to a lack of prediction performance, even though it reduces
the transmission rate according to the load. The TFRC significantly reduced the
transmission rate in order to guarantee the sharing rate of the TCP. However,
the pTFRC2 maintained a higher transmission rate than that of the pTFRC1,
while it guarantees the sharing rate of the TCP.

6 Conclusion

This paper developed and evaluated a protocol, which controls the transmission
rate by predicting an Internet bandwidth in the data transmission through the
Internet. A neural network that is able to produce a nonlinear system was used
as a predictive modeling method. In addition, a LMBP algorithm, which showed
a fast convergence, was applied to train the model.

The RTT and PLR were collected using the UDP transmission method, and
the collected data was used to train the prediction model. In order to improve the
performance of the prediction model, the moving average values of the RTT and
PLR were used. Moreover, a hybrid method was used to improve the performance
when the network is not congested.

In order to evaluate the performance of the prediction model proposed in
this paper, a system was set up that transmits a packet between the systems
located in Cheonju and Seoul. The possible various situations of the Internet
were produced using a traffic generator. The sharing rate of the bandwidth in
the congestion situation was measured using the simultaneous transmission of
each protocol conjunction with the TCP, one of the typical transmission methods
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for the Internet. The test revealed that the prediction model trained by using the
moving average value presented a good transmission rate, while it maintained
the transmission rate of the TCP.
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Abstract. In this paper 1, a new formulation is proposed for the prob-
lem of constructing parallel abstract programs of a required length in
parallel computing systems. The conditions of a planning problem are
represented as a system of Boolean equations (constraints), whose solu-
tions determine the possible plans for activating the program modules.
Specifications of modules are stored in the knowledgebase of the plan-
ner. Constraint on number of processors and time delays at execution of
modules are taken into account.

1 Introduction

The declarative languages and systems of parallel modular programming [1], [2]
allow to accumulate knowledge of computing modules of a subject domain in
a computer memory and to use this knowledge for the automatic decision of
problems of given class. However the efficient use of this technology demands
the decision of a difficult problem of planning of the parallel abstract program
(constructing the plan for the problem solving).

Descriptions of modules (related by data) are located in the knowledgebase
of the planner. It is necessary to define what modules, in what sequence and
on what processors (from accessible) of the parallel computing system are to be
executed to calculate the required set B0 of target parameters from the given
set A0 of parameters (input data). The objective is to obtain a parallel plan for
solving the problem T = (A0, B0), which is:

(1) admissible (the modules must be ordered so that each be provided with
necessary input data at its starting moment or, in other words, for any input
parameter of the plan module, there must be at least one previously encountered
module with the same output parameter),

(2) repetition-free (each module cannot enter into the plan more than once),
(3) irredundant (elimination of any module from the plan leads to an inad-

missible plan),
(4) efficient (the plan length must be less than or equal to a given value k).

1 Supported by the Russian Foundation for Basic Research (project 04-07-90358).

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 206–215, 2005.
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We assume, that during constructing the parallel plan with the aforemen-
tioned properties the number of accessible processors of the parallel computing
system is limited by some size, there are time delays at execution of modules,
time of data transmission between modules is ignored. In this formulation, the
planning problem is NP-hard, its conditions can be represented as a system of
Boolean equations (constraints), and the proper plan of module execution is
a solution to this system. The advantage of Boolean modeling over the tradi-
tional deductive approach is that the first makes it possible to (1) obtain parallel
plans of required lengths, (2) take into account various constraints on the plan,
and, finally, (3) make use of existing efficient solvers for Boolean equations (or,
SAT-solvers), which, in some cases, are faster than special-purpose planning al-
gorithms. On the whole as noted in [3] such approach not only provides a more
flexible framework for stating different kinds of constraints on plans, but also
more accurately reflects the theory behind modern constraint-based planning
systems.

2 The Planner Knowledgebase

As a planner knowledgebase, we use a computational model KB=(F, Z, In, Out),
where F = {F1, ..., Fn} is the set of available modules acting on the field of
common transit data Z = {Z1, ..., Zm}, which are input or output parame-
ters for these modules; In ⊂ F × Z and Out ⊂ F × Z are relations reflect-
ing the interaction of modules with input or output data, respectively. Thus,
each module Fi is connected with two parametric sets Ai, Bi ⊂ Z called the
input and output, correspondingly. The input Ai identifies the data that are
needed to obtain the results represented by the output Bi. Hereafter, this will
be denoted by Fi(Ai; Bi). Without loss of generality, we assume that F1 and
F2 modules of the set F model the conditions of the statement of the planning
problem T = (A0, B0): the knowledgebase KB includes the modules F1(; A0)
and F2(B0; ), where A0, B0 ⊂ Z. The absence of any attribute before or after
the semicolon means that the corresponding set is empty. F1 is called the module
of input data and F2 the target module.

The knowledgebase KB is assumed to be redundant in the sense that only a
part of modules of F are used to solve the problem, and/or the problem T has
several alternative solution plans.

The relations In and Out are conveniently given as two n × m Boolean
matrices A and B with the following elements: aij = 1 (bij = 1), if Zj is an input
(output) parameter for the module Fi. Furthermore, Ai and Bi (i = 1, ..., n)
denote the rows of these matrices, A′

i and B′
i (i = 1, ..., m) - their columns.

The rows and columns of A and B are the binary representations of subsets of
parameters and modules, respectively. The notation q ∈ S (where S is a binary
row of Ai, Bi, A′

i or B′
i) means that q takes the numbers of unit entries in the

binary row S.
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3 Boolean Modeling Without Resource Constraints

First of all we shall consider a case when constraint on number of processors
is absent, and time delays at execution of modules are ignored (constructing
the synchronous plan). Let us define the plan as a (k × n)-matrix Xof Boolean
variables xij , where xij = 1 means that the module Fj is at the i-th place in the
plan X . The total length of the plan is k, its row gives a set of parallel-executable
modules, and its columns correspond to the set of available F modules. Then,
Boolean constraints on entries of the matrix X have the following form.

Condition 1. The condition of the statement of the planning problem T =
(A0, B0) (the input-data module F1 = (; A0) and the target module F2 = (B0; )
are located at the first and last rows of the plan, respectively, and there are no
other modules in these rows):

x11 = 0,
n
∨

j=2
x1j = 0, xk2 = 0, xk1 = 0,

n
∨

j=3
xkj = 0.

Condition 2. The plan should be continuous (each row of the plan contains
at least one module):

k−1
∨

i=2

n
∧

j=1
xij = 0.

Condition 3. The plan should be repetition-free:

n
∨

j=1

k−1
∨

i=1

k
∨

p=i+1
(xij ∧ xpj) = 0.

Condition 4. The plan should be admissible:

k
∨

t=2

n
∨

p=1
(xtp ∧ y) = 0,

where

y =

⎧⎪⎪⎨⎪⎪⎩
∨

q∈Ap

t−1
∧

i=1
∧

j∈B′
q

xij , if (Ap 
= 0 ) ∧ ((∀q ∈ Ap)(B′
q 
= 0));

1, if (Ap 
= 0) ∧ ((∃ q ∈ Ap)(B′
q = 0));

0, if Ap = 0.

Condition 5. The plan should be ordered (if the data preparation for a module
is completed at the (t − 1)-th row of the plan, then this module is necessarily
included in its t-th row):

k
∨

t=2

n
∨

p=1
(xtp ∧ v) = 0,

where

v =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∧

q∈Ap

∧
j∈B′

q

xt−1,j, if (Ap 
= 0) ∧ ((∀q ∈ Ap)(B′
q 
= 0));

1, if (Ap 
= 0) ∧ ((∃ q ∈ Ap)(B′
q = 0));

0, if (Ap = 0) ∧ ( t = 2);
1, if (Ap = 0) ∧ ( t > 2).
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Condition 6. The plan should be irredundant:

k−1
∨

s=2

n
∨

r=1
(xsr ∧ u) = 0,

where

u =
k
∨

t=2

n
∨

p=1
(xtp ∧ y),

t and p subscripts satisfy the condition (t = s) ∧ (p = r), and y is determined
from the expression in condition 4.

Additional conditions are given by the originator of the planning problem:

g (x11, ..., x1n, ..., xk1, ..., xkn) = 0.

As examples we can consider the following:
a) The condition that the module Fj is necessarily included in the plan:

hj =
k−1
∧

i=2
xij = 0;

b) The condition that the module Fj is not included in the plan:

zj =
k−1
∨

i=2
xij = 0;

c) The condition that the modules Fj and Fp are alternatively included in
the plan:

zj ∧ zp ∨ hj ∧ hp = 0.

The requirement that the plan is ordered allows one to reduce the search
space essentially during solving the system of Boolean equations given by con-
ditions 1-6, although denying this requirement extends the list of additional
conditions set by the originator of the planning problem. By eliminating the
condition of continuity, one can synthesize plans of length ≤ k. The number of
unknown Boolean variables (the problem dimension) is n2 in a worst case. If the
module set F is very redundant, the problem dimension can be reduced through
a preliminary processing of the solver knowledgebase by forward and backward
search algorithms conventionally used in planning.

As an example, we shall consider the following solver knowledgebase:
KB = {F1(; z1), F2(z6, z7; ), F3(z1; z2), F4(z1; z3), F5(z1; z4), F6(z2; z6),

F7(z2, z3; z7), F8(z3, z4; z5), F9(z4; z7), F10(z5; z6)}.
The dependence graph for KB is shown on a Fig. 1. The modules are rep-

resented as circles, parameters – as points. The modules F1 and F2 determine
the statement of the planning problem: parameter z1 is given; it is required to
calculate parameters z6 and z7.
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Fig. 1. The dependence graph for KB

In this case, the binary matrices A and B have the form

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0000000
0000011
1000000
1000000
1000000
0100000
0110000
0011000
0001000
0000100

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1000000
0000000
0100000
0010000
0001000
0000010
0000001
0000100
0000001
0000010

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

The additional conditions given by the originator of the planning problem
are missing. To solve the system of equations from conditions 1-6, we used the
REBUS Boolean equation solver [4]. The solution method relies on the repre-
sentation of Boolean functions in the left-hand side of equations in the general
form (condition 6 is of this type, and conditions 1-5 are given in the disjunctive
normal form), realizing the technique of chronological backtracking with the use
of Kleene’s three-valued logic.

We found two plans of length 4 (nr.1 and nr.2) and two plans of length 5
(nr.3 and nr.4): nr.1: F1, F3 − F5, F6 − F9, F2;

nr.2: F1, F3 − F4, F6 − F7, F2;
nr.3: F1, F3 − F4 − F5, F7 − F8, F10, F2;
nr.4: F1, F4 − F5, F8 − F9, F10, F2.

There are no plans of different length. The ”−” symbol denotes parallel-
executable modules.

The comparison with different solvers of Boolean equations (or, SAT-solvers;
see, for example, [5] ) is complicated by the fact that the initial Boolean const-
raints on them must be in the normal form (in our case, condition 6 is of a
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general form and its reduction to the disjunctive normal form in the general
case is a hard problem).

4 Boolean Constraints in DNF-Form

If we impose more strict conditions of admissibility and non-redundancy of the
plan, Boolean constraints can be obtained in the disjunctive normal form.

Condition 4.1. The condition that the plan is admissible: for any input pa-
rameter of the plan module, there must be just a single previously encountered
module with the same output parameter. In such a formulation, this condition
ensures that the plan is non-alternative inside and Boolean equation

k
∨

t=2

n
∨

p=1
(xtp ∧ y) = 0

corresponds to it, where

y =

⎧⎪⎪⎨⎪⎪⎩
∨

q∈Ap

(
l−1
∨

r=1

l
∨

s=r+1
(zr ∧ zs) ∨

l
∧

r=1
zr), if (Ap 
= 0) ∧ ((∀q ∈ Ap)(B′

q 
= 0));

1, if (Ap 
= 0) ∧ ((∃ q ∈ Ap)(B′
q = 0));

0, if Ap = 0.

The symbol z denotes an array of length l of the matrix X , which is formed
for each q ∈ Ap in the following way:

z =
{
xij : i = 1, t− 1, j ∈ B′

q

}
.

Condition 6.1. Then, in view of 4.1., the non-redundancy condition can be
formulated in the following way: each module of the plan includes (at least one)
output parameter being input for at least a single module, encountered later in
the plan. In this case, Boolean constraint has the form:

k−1
∨

t=1

n
∨

p=1
(xtp ∧ w) = 0,

where

w =

⎧⎨⎩ ∧
q∈Bp

k
∧

i=t+1
∧

j∈A′
q

xij , if Bp 
= 0 ;

1, if Bp = 0.

As an example, we shall consider the following solver knowledgebase:
KB1 = {F1(; z1), F2(z6; ), F3(z1; z2, z3), F4(z1; z3, z4), F5(z3; z5),

F6(z2, z4, z5; z6)}.
In this case, the binary matrices A and B have the form:

A =

⎡⎢⎢⎢⎢⎢⎢⎣
000000
000001
100000
100000
001000
010110

⎤⎥⎥⎥⎥⎥⎥⎦ , B =

⎡⎢⎢⎢⎢⎢⎢⎣
100000
000000
011000
001100
000010
000001

⎤⎥⎥⎥⎥⎥⎥⎦ .
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Fig. 2. The dependence graph for KB1

The dependence graph for KB1 is shown on a Fig. 2.
There is a single plan for the problem solving (F1,F3 − F4,F5,F6,F2), which

satisfies conditions 1-6. However, no plans will be found if more strict const-
raints 4.1 and 6.1 (instead of 4 and 6) are used. These conditions eliminate
the possibility to calculate the parameter z3 by two alternative ways (either F3

or F4).

5 Boolean Modeling with Resource Constraints

In this section we shall consider a case, when all processors are identical and
number of processors is limited by pr. Each module can be executed on any
processor. Time of execution τj of the module Fj ∈ F is discrete value: τj ∈
N = {1, 2, ...}. Time of data transmission from one processor to another is
ignored. The processor can execute only one module at each moment of time.
The general directory period of the problem solving k ∈ N is set. It is required
to construct the asynchronous plan which length is equal to the given value k or
does not exceed it.

To allow for time delays at execution of modules (τj) it is necessary to modify
two conditions (continuity (2) and admissibility (4)) and to exclude the condition
5 (orderliness of the plan) from system of Boolean constraints.

Condition 2.1. The plan should be continuous (with time delays at execution
of modules):

k−1
∨

t=2

n
∧

j=1

t
∧

i=t−τj+1
x̄ij = 0.

Here τj (j = 1, n) - the execution time of moduleFj . When τj = 1 for all j we
have equivalence i = t, i.e. condition 2.

Condition 4.2. The condition that the plan is admissible (with time delays
at execution of modules):

k
∨

t=2

n
∨

p=1
(xtp ∧ y) = 0,

where
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y =

⎧⎪⎪⎨⎪⎪⎩
∨

q∈Ap

∧
j∈B′

q

t−τj

∧
i=1

x̄ij , if (Ap 
= 0 ) ∧ ((∀q ∈ Ap)(B′
q 
= 0));

1, if (Ap 
= 0) ∧ ((∃ q ∈ Ap)(B′
q = 0));

0, if Ap = 0.

To allow for number of accessible processors (pr) it is necessary to incorporate
additional constraints.

Condition 7. The constraint on number of processors, assigned for solving
the problem T . This condition allows us to find plans for pr processors without
taking into account delays.

k−1
∨

t=2
( ∨
1≤j1≤j2≤...≤jpr+1≤n

(xt,j1 ∧ xt,j2 ∧ . . . ∧ xt,jpr+1))∨

∨
k−1
∧

t=2
( ∨
1≤j1≤j2≤...≤jn−pr+1≤n

(x̄t,j1 ∧ x̄t,j2 ∧ . . . ∧ x̄t,jn−pr+1)) = 0.

Condition 7.1. The constraint on number of processors with time delays at
execution of modules:

k−1
∨

t=2
( ∨
1≤j1≤j2≤...≤jpr+1≤n

(
t
∨

i=t−τj1+1
xi,j1∧

∧
t
∨

i=t−τj2+1
xi,j2 ∧ . . . ∧

t
∨

i=t−τjpr+1+1
xi,jpr+1))∨

∨
k−1
∧

t=2
( ∨
1≤j1≤j2≤...≤jn−pr+1≤n

(
t
∧

i=t−τj1+1
x̄i,j1∧

∧
t
∧

i=t−τj2+1
x̄i,j2 ∧ . . . ∧

t
∧

i=t−τjn−pr+1+1
x̄i,jn−pr+1)) = 0.

For example, we shall consider the following solver knowledgebase:
KB2 = {F1(; z1), F2(z4, z5; ), F3(z1; z2), F4(z1; z3), F5(z1; z5), F6(z2, z3; z4)}.
In this case, the binary matrices A and B have the form:

A =

⎡⎢⎢⎢⎢⎢⎢⎣
000000
000110
100000
100000
100000
011000

⎤⎥⎥⎥⎥⎥⎥⎦ , B =

⎡⎢⎢⎢⎢⎢⎢⎣
100000
000000
010000
001000
000010
000100

⎤⎥⎥⎥⎥⎥⎥⎦ .

The dependence graph for KB2 is shown on a Fig. 3 .
The single problem solving plan is found when the resource constraints are

absent (with constraints 1-6):
F1, F3 − F4 − F5, F6, F2.
Let us define number of accessible processors pr = 2 and time delays at

execution of modules τj = 1 (j = 1, n). Boolean equations system which consists
of constraints 1, 2, 3, 4, 6 and 7 is solved by REBUS. As a result 10 synchronous
plans are found: 1 plan of length 4 (nr.1) and 9 plans of length 5 (nr.3 – nr.10):
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Fig. 3. The dependence graph for KB2

nr.1: F1, F3 − F4, F5 − F6, F2;
nr.2: F1, F3 − F4, F5, F6, F2;
nr.3: F1, F3 − F4, F6, F5, F2;
nr.4: F1, F3 − F5, F4, F6, F2;
nr.5: F1, F3, F4 − F5, F6, F2;
nr.6: F1, F3, F4, F5 − F6, F2;
nr.7: F1, F4 − F5, F3, F6, F2;
nr.8: F1, F4, F3 − F5, F6, F2;
nr.9: F1, F4, F3, F5 − F6, F2;
nr.10: F1, F5, F3 − F4, F6, F2.
To allow for time delays we shall replace condition 2 (continuity of the plan),

condition 4 (admissibility of the plan) and condition 7 (on number of accessible
processors) by constraints 2.1, 4.2 and 7.1 respectively.

Let us define time delays at execution of modules τ3 = 3 (for F3), τ5 = 4
(for F5) and τj = 1 (for others). Boolean equations system which consists of
constraints 1, 2.1, 3, 4.2, 6 and 7 is solved. As a result 6/21/35/29 asynchronous
plans of length 7/8/9/10 are found. In the set of the solutions we shall consider
three plans:

A. F1, F3 − F4, F+
3 , F+

3 , F5 − F6, F+
5 , F+

5 , F+
5 , F2;

B. F1, F3 − F4, F+
3 − F5, F+

3 − F+
5 , F6 − F+

5 , F+
5 , F2;

C. F1, F3 − F4, F+
3 − F5, F+

3 − F+
5 , F+

5 , F6 − F+
5 , F2.

The symbol ”+” denotes continuation of the module execution.
Analysis of the result shows: the plan A corresponds to the plan nr.1 (when

τ3 = τ5 = 1) from above-stated list of 10 plans. Similarly, the plan B and the plan
C correspond to the plan nr.2. The length of the plan nr.1 is equal 4, length of
the plan nr.2 – 5. The situation changes when we take into account time delays:
the plan A is realized at 9 steps, B and C – at 7 steps. Clearly, B and C are
preferable as they have smaller length and more effectively load processors of
the parallel computing system.
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6 Conclusion

A new formulation was given for the problem of constructing asynchronous action
plans in parallel computing systems. In addition we took into account time
delays at execution of modules, constraint on number of accessible processors,
constraint on a length of the plan. Time of data transmission between modules
was ignored. Boolean model for constructing successive plans of a given length in
mediator systems, realizing structural data requests on the Internet is considered
in [6]. In the related work [7] Boolean model for constructing parallel synchronous
plans of action for organization the distributed computing in Internet is offered
by authors. A comparative analysis shows, that the requirements to the plan
parallelism and asynchronism and other constraints make the model significantly
difficult, which gives no way of using well-known SAT-solvers oriented to the
fact that Boolean constraints are in the normal form. Boolean equation solver
REBUS is efficient enough to be applied in declarative languages and systems
of the parallel modular programming.
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Abstract. Irregular array redistribution has been paid attention recently since it can 
distribute different size of data segment to processors according to their own 
computation ability.  It’s also the reason why it has been kept an eye on load balance.  
In this work, we present a two-phase degree-reduction (TPDR) method for 
scheduling HPF2 irregular data redistribution.  An extended algorithm based on 
TPDR is also presented.  Effectiveness of the proposed methods not only avoids 
node contention but also shortens the overall communication length.  To evaluate 
the performance of our methods, we have implemented both algorithms along with 
the divide-and-conquer algorithm.  The simulation results show improvement of 
communication costs.  

1   Introduction 
In order to achieve a good performance of load balancing, using an appropriate data 
distribution scheme when processing different phase of application is necessary. In 
general, data distribution can be classified into regular and irregular. The regular 
distribution usually employs BLOCK, CYCLIC, or BLOCK-CYCLIC(c) to specify 
array decomposition. The irregular distribution uses user-defined functions to specify 
unevenly array distribution. 

To map unequal sized continuous segments of array onto processors, High 
Performance Fortran version 2 (HPF2) provides GEN_BLOCK distribution format 
which facilitates generalized block distributions. GEN_BLOCK allows unequal sized 
data segments of an array to be mapped onto processors. This makes it possible to let 
different processors dealing with appropriate data quantity according to their 
computation ability. 
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In some algorithms, an array distribution that is well-suited for one phase may not be 
good for a subsequent phase in terms of performance. Array redistribution is needed 
when applications running from one sub-algorithm to another during run-time. 
Therefore, many data parallel programming languages support run-time primitives for 
changing a program’s array decomposition. Efficient methods for performing array 
redistribution are of great importance for the development of distributed memory 
compilers for those languages. 

In this paper, we present a two-phase degree reduction (TPDR) algorithm to 
efficiently perform GEN_BLOCK array redistribution. Communication scheduling is 
one of the most important issues on developing runtime array redistribution techniques. 
The main idea of the two-phase degree reduction method is to schedules 
communications of processors that with degree (number of communication messages) 
greater than two in the first phase (named degree reduction phase).  A communication 
step will be scheduled after performing one of the serial degree-reduction iterations. 
The second phase (named coloring phase) schedules all messages of processors that 
with degree-2 and degree-1 using an adjustable coloring mechanism.  Based on the 
TPDR method, we also present an extended TPDR algorithm (E-TPDR).  

The rest of this paper is organized as follows. In Section 2, a brief survey of related 
work will be presented. In section 3, we will introduce an example of GEN_BLOCK 
array redistribution as preliminary. Section 4 presents two communication scheduling 
algorithms for irregular redistribution problem. The performance analysis and 
simulation results will be presented in section 5. Finally, the conclusions will be given 
in section 6. 

2   Related Work 

Techniques for regular array redistribution, in general, can be classified into two 
approaches: the communication sets identification techniques and communication 
optimizations. The former includes the PITFALLS [14] and the ScaLAPACK [13] 
methods for index sets generation; Park et al. [11] devised algorithms for 
BLOCK-CYCLIC Data redistribution between processor sets; Dongarra et al. [12] 
proposed algorithmic redistribution methods for BLOCK-CYCLIC decompositions; 
Zapata et al. [1] proposed parallel sparse redistribution code for BLOCK-CYCLIC data 
redistribution based on CRS structure. The Generalized Basic-Cycle Calculation 
method was presented in [3]. 

Techniques for communication optimizations category, in general, provide different 
approaches to reduce the communication overheads in a redistribution operation. 
Examples are the processor mapping techniques [7, 9, 4] for minimizing data 
transmission overheads, the multiphase redistribution strategy [8] for reducing message 
startup cost, the communication scheduling approaches [2, 5, 10, 18] for avoiding node 
contention and the strip mining approach [15] for overlapping communication and 
computational overheads. 

On irregular array redistribution, Guo et al. [6] presented a symbolic analysis 
method for communication set generation and to reduce communication cost of 
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irregular array redistribution. On communication efficiency, Lee et al. [9] presented a 
logical processor reordering algorithm on irregular array redistribution. Four 
algorithms were discussed in this work for reducing communication cost. Guo et al. 
[16, 17] proposed a divide-and-conquer algorithm for performing irregular array 
redistribution. In this method, communication messages are first divided into groups 
using Neighbor Message Set (NMS), messages have the same sender or receiver; the 
communication steps will be scheduled after those NMSs are merged according to the 
relationship of contention. In [18], a relocation algorithm was proposed by Yook and 
Park. The relocation algorithm consists of two scheduling phases, the list scheduling 
phase and the relocation phase. The list scheduling phase sorts global messages and 
allocates them into communication steps in decreasing order. Because of conventional 
sorting operation, list scheduling indeed performs well in term of algorithmic 
complexity. If a contention happened, the relocation phase will perform a serial of 
re-schedule operations. While algorithm flow goes to the relocation phase, it has to 
allocate an appropriate location for the messages that can’t be scheduled at that 
moment. This leads to high scheduling overheads and degrades the performance of a 
redistribution algorithm. 

3   Preliminaries 

A bipartite graph G = (V, E) is used to represent the communications of an irregular 
array redistribution on A[1:N] over P processors. Vertices in G are used to represent the 
source and destination processors. Edge eij in G denotes the message sent from source 
processor SPi to destination processor DPj, where eij ∈ E. |E| is the total number of 
communication messages through the redistribution. 

Unlike regular problem, there is no repetition communication pattern in irregular 
GEN_BLOCK array redistribution. It is also noticed that if SPi sends messages to DPj-1 
and DPj+1, the communication between SPi and DPj must exist, where 0≤ i, j ≤ P-1. This 
result was mentioned as the consecutive communication property [9]. Figure 1(a) 
shows an example of redistributing two GEN_BLOCK distributions on a n array 
A[1:100]. Distributions I and II are mapped to source processors and destination 
processors, respectively. The communications between source and destination 
processor sets are depicted in Figure 1(b). There are totally eleven communication 
messages (|E|=11), m1, m2, m3…, m11 among processors involved in the redistribution. 
In general, to avoid conflict communication or node contention, a processor can only 
send one message to destination processors at a communication step. Similarly, one can 
only receive a message from source processors at any communication step. Figure 1(c) 
shows a simple schedule for this example.  

4   Scheduling Algorithms of GEN_BLOCK Redistribution 

The communication time depends on total number of communication steps and the 
length of these steps. In general, the message startup cost is proportional to the number 
of communication steps. The length of these steps determines the data transmission 
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overheads. A minimal steps scheduling can be obtained using the coloring mechanism. 
However, there are two drawbacks in this method; first, it can not minimize total size of 
communication steps; second, the graph coloring algorithmic complexity is often high. 
In the following subsections, we will present two low complexity and high availability 
scheduling methods.   

 

Fig. 1. An example of irregular array redistribution. (a) The source and destination distributions. 
(b) Bipartite communications. (c) Simple schedule 

4.1   The Two-Phase Degree Reduction Method 

The Two-Phase Degree Reduction (TPDR) method consists of two parts. The first part 
schedules communications of processors with degree greater than two. In a bipartite 
graph representation, the TPDR reduces the degree of vertices with maximum degree 
by one every reduction iteration. The second part schedules all messages of processors 
that with degree-2 and degree-1 using an adjustable coloring mechanism. The degree 
reduction is performed as follows. 

Step1: Sort the vertices that with maximum degree d by total size of messages in 
decreasing order. Assume there are k nodes with degree d.  The sorted vertices would 
be <Vi1, Vi2, …, Vik>. 

Step2: Schedule the minimum message mj = min{m1, m2, …, md} into step d for 
vertices Vi1, Vi2, …, Vik, where 1 ≤ j ≤ d. 

Step3: Maximum degree d = d-1.  Repeat Steps 1 and 2. 
Figure 2(a) shows an example of initial communication patterns. The 

redistribution is carried out over seven processors with maximum degree 3. Therefore, 
the communications can be scheduled in three steps. According to the above 
description in step 1, there are two nodes with degree 3, SP6 and DP1. The total message 
size of SP6 (36) is greater than DP1 (14). Thus, SP6 is the first candidate to select a 
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minimum message (m11) of it into step 3. A similar selection is then performed on DP1. 
Since m5 is the minimum message of DP1 at present, therefore, m5 is scheduled into step 
3 as well. As messages m11 and m5 are removed from the bipartite graph, adjacent nodes 
of edges m11 and m5, i.e., SP6, DP4, DP1 and SP3 should update their total message size. 
After the degree reduction iteration, the maximum degree of the bipartite graph will 
become 2. Figure 2(b) shows this scenario.  Figures 2(c) and 2(d) show the similar 
process of above on degree = 2 bipartite graph.  In Figure 2(c), vertices SP6, SP5, SP4, 
SP1, DP3, DP2, DP1 and DP0 have the maximum degree 2 and are candidates to 
schedule their messages into step 2. According to the degree reduction method, m12, m10 
and m7 are scheduled in order. The next message to be selected is m8. However, both 
messages of DP3 will result node contention (one with SP4 and one with SP5) if we are 
going to schedule one of DP3’s messages.  This means that the degree reduction method 
might not reduce degree-2 edges completely when the degree is 2. 

 
Fig. 2. The process of degree reduction (a) initial bipartition communications. (b) SP6 and DP1 
have the maximum degree 3, m11 and m5 are scheduled.  Total message size of adjacent nodes of 
edges m11 and m5 (SP6, DP4, DP1 and SP3) should be updated. (c) m11 and m5 are removed from 
the bipartite graph.  The maximum degree is 2 after degree reduction.  SP6, SP5, SP4, SP1, DP3, 
DP2, DP1 and DP0 have the maximum degree 2, they are marked blue. (d) m12, m10, m7, m2 and 
m4 are scheduled. Adjacent nodes of edges m12, m10, m7, m2 and m4 (SP6, DP5, SP5, DP4, DP2, 
SP4,…) should be updated. After remove messages m7 and m10, the degree of DP3 can’t be 
reduced 

To avoid the above situation, an adjustable coloring mechanism to schedule 
degree-2 and degree-1 communications in bipartite graph can be applied. Since the 
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consecutive edges must be scheduled into two steps, there is no need to care about the 
size of messages. That means we don’t have to schedule the large messages together on 
purpose.   

Let’s consider again the example in Figure 2(c). Figure 3 demonstrates scheduling 
of the coloring phase for communication steps 1 and 2. To facilitate our illustration, we 
denote each connected component in G’ as a Consecutive Section (CS). In Figure 3, 
there are three Consecutive Sections, the CS1 is consisted of four messages m1, m2, m3 
and m4; the CS2 is consisted of five messages m6, m7, m8, m9 and m10; the CS3 is 
consisted of two messages m12 and m13. A simple coloring scheme is to use two colors 
on adjacency edges alternatively. For example, we first color m1, m6 and m12 red; then, 
color m2, m7 and m13 blue; and so on. The scheduling results for CS1 and CS2 are shown 
in row 1 and row 2 beside the bipartite graph. Row 3 shows the merging result of CS1 
with CS2 and the schedule of CS3. In row 3, messages m6 (15) and m13 (18) dominate 
the communication time at steps 1 and 2, respectively. This results total 
communication cost = 33.  If we change the order of steps 1 and 2 in CS3, it becomes 
m13 dominates the communication time in step 1 and m12 dominates the communication 
time in step 2. This will result total communication cost = 30. Therefore, the colors of 
two steps in CS3 are exchanged in Row 3 for less communication cost. Row 4 shows 
communication scheduling of the adjustable coloring phase for degree-2 and degree-1 
communications. 

 

Fig. 3. Adjustable coloring mechanism for scheduling degree-2 and degree 1 communications 

4.2   Extended TPDR 

Based on TPDR, we present an extended two-phase degree reduction (E-TPDR) 
algorithm in this subsection. An edge-complement operation is added in the 
degree-reduction phase. As the TPDR algorithm stated, the original degree-reduction 
operation only schedules degree-k nodes’ messages into communication step k. This 
might not fully utilize the available space in step k and remains heavy communications 
in the previous steps (less than k). Therefore, a principle for adding extra messages into 
these steps is to select the maximum message that is smaller than the length of current 
step and with un-marked adjacent vertices.   
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The key concept of this modification is to schedule messages into communication 
steps during reduction phase as many as possible into the existing communication 
steps. Because the additional scheduled messages are with smaller message size than 
the current step length, the edge-complement operation will not influence the cost of 
original scheduling from TPDR. Figure 4 shows the communication schedule of the 
example given in Figure 2 using E-TPDR. Although this example does not reflect lower 
total cost of E-TPDR, section 5 will demonstrate the improvement of E-TPDR method 
from the simulation results. 

 S1: m1(7), m3(7), m6(15), m9(10), m13(18) 

S2: m4(4), m7(3), m10(8), m12(12) 

S3: m11(6), m5(3), m8(4), m2(3) 

 

Fig. 4. The E-TPDR scheduling of communications for the example in Figure 2 

5   Performance Evaluation 

To evaluate the performance of the proposed methods, we have implemented the TPDR 
and E-TPDR along with the divide-and-conquer algorithm [16]. The performance 
simulation is discussed in two classes, even GEN_BLOCK and uneven GEN_BLOCK 
distributions. In even GEN_BLOCK distribution, each processor owns similar size of data. 
The communication cost will not be dominated by specific processor, because the size of 
messages between processors could be very close. In contrast to even distributions, few 
processors might be allocated grand volume of data in uneven distributions.  Since array 
elements could be centralized to some specific processors, it is also possible for those 
processors to have the maximum degree of communications. Therefore, the 
communication cost will be dominated by these processors. To accomplish an optimal 
scheduling, it is obvious that even distribution case is more difficult than uneven 
distribution. This observation was comprehended by that communication cost could be 
determined by one processor that with maximum degree or maximum total message size 
in uneven distribution; consequently, it leads high probability to achieve a schedule that 
has the same cost as the processor’s total message size.  

To determine the redistribution is on even GEN_BLOCK or uneven GEN_BLOCK, we 
define upper and lower bounds of data size in GEN_BLOCK distribution. Given an 
irregular array redistribution on A[1:N] over P processors, the average block size will be 
N/P.  In even distribution, the range of upper and lower bounds is set to ±30%. Thus, size 
of data blocks could be 130% N/P ~ 70% N/P.  In uneven distribution, the range of upper 
and lower bounds is set to ±100%.  Thus, size of data blocks could be 200% N/P ~ 1.  

5.1   Simulation A – Uneven Distribution 

Simulation A is carried out to examine the performance of TPDR and E-TPDR 
algorithms on uneven cases. We use a random generator to generate 10,000 test data 
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sets. Figure 5(a) shows the comparisons of TPDR algorithm and the 
divide-and-conquer (DC) algorithm. We run tests by different processor numbers from 
4 to 24. In 10,000 samples, the number of cases of TPDR better than DC, DC better than 
TPDR and the same are counted. When the number of processors is 4, there are lots of 
cases both algorithms have the same result. This is because that the size of messages 
could be larger when number of processors is less. It’s easier to derive schedules that 
have minimum size of total communication steps. When the number of processors 
becomes numerous, the TPDR provides significant improvements generally. This 
phenomenon can be explained by size of data blocks in these processors are relative 
small. Therefore, processors have lower possibility to have high degree of 
communication links. In other words, the number of degree-2 nodes increases largely. 
Since the TPDR uses an optimal adjustable coloring mechanism for scheduling 
degree-2 and degree-1 communications, therefore, we expect that TPDR performs 
better when the number of degree-2 nodes is large. 

Figure 5(b) gives the comparisons of the E-TPDR algorithm and the 
divide-and-conquer algorithm. When the number of processors is 4, there are about 
60% cases has the same result by both algorithms. Similar to the previous observations, 
the E-TPDR performs well when number of processors is numerous. 

 
Fig. 5. Performance achievement of different algorithms in 10,000 GEN_BLOCK test samples 



224 S.-C. Chen et al. 

 

5.2   Simulation B – Even Distribution 

Simulation B is carried out to examine the performance of TPDR and E-TPDR 
algorithms on even cases.  We also use the random generator to produce 10,000 data 
sets for this test. 

Figures 5(c) and 5(d) show the performance comparisons of TPDR and DC, E-TPDR 
and DC, respectively. Overall speaking, we have similar observations as those 
described in Figures 5(a) and 5(b). The E-TPDR performs better than TPDR. When 
number of processors is large, the TPDR and E-TPDR both provide significant 
improvements. Compare to the results in uneven cases (simulation A), the ratio of our 
algorithms outperform the DC algorithm become lower. In even distribution, we 
observed that there is no vertices with degree higher than 4. In other words, the 
maximum degree of nodes of these 10,000 test samples is 3. On this aspect, the DC 
algorithm and the TPDR methods have more cases that are the same. This is also why 
the TPDR and E-TPDR have better ratio from 99% to 93%. 

6   Conclusions 

In this paper, we have presented a two-phase degree-reduction (TPDR) scheduling 
technique to efficiently perform HPF2 irregular array redistribution on distributed 
memory multi-computer. The TPDR is a simple method with low algorithmic 
complexity to perform GEN_BLOCK array redistribution.  An extended algorithm 
based on TPDR is also presented.  Effectiveness of the proposed methods not only 
avoids node contention but also shortens the overall communication length. The 
simulation results show improvement of communication costs and high practicability 
on different processor hierarchy.  

In HPF, it supports array redistribution with arbitrary source and destination 
processor sets. The technique developed in this paper assumes that the source and the 
destination processor sets are the same. In the future, we will study efficient methods 
for array redistribution with arbitrary source and destination processor sets. Besides, 
the issues of scheduling irregular problems on grid system and considering network 
communication latency in heterogeneous environments are also interesting and will be 
investigated. Also, we will also study realistic applications and analyze their 
performance. 
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Abstract. In this paper, we present a novel approach of online virtual disk 
migration with performance guarantees, which is important for storage 
maintenance tasks. Our approach can be applied to moving virtual disk and 
exchanging virtual disks. It identifies the surplus I/O resource of storage pools 
after satisfying performance requirement of virtual disks with EPYFQ 
scheduling algorithm, and gives high priority of using these I/O resource to 
migration tasks. Thus, the performance of virtual disks is guaranteed during 
migration, and the migration is completed in the shortest possible time. 
Moreover, our approach divides migration task into multiple storage 
transactions, which can protect the consistency of the data in the migrated 
virtual disks when application I/O and migration I/O execute concurrently. We 
implement our approach into E-DM, a kernel module of Linux, and evaluate it. 
The result shows that the IOPS of virtual disks is decreased not more than 3% 
during migration. 

1   Introduction 

The consolidation of the storage systems that are connected by a dedicated storage 
network, called SAN (Storage Area Network), makes it possible to manage more and 
more data with fewer people. Moreover, to use storage resource efficiently, a new 
abstraction layer between host view and storage system implementation, called 
storage virtualization, is introduced. This software makes a transformation between a 
logical address space that is presented to the servers and the access to the physical 
storage devices. 

With these trends in storage technologies, a shared storage model is now widely 
accepted in storage management [1]. In a shared storage environment, it is possible to 
use the available storage resource (Without loss of generality we refer to processor, 
physical disk, cache, bandwidth etc. as storage resource) of the storage systems as one 
or more storage pools. Virtual disks are built from these storage pools without 
worrying about the limitations of the underlying hardware, such as physical disks. 
From the standpoint of virtual disk consumer, virtual disk is highly desired to be as 
concrete as physical disks, implying that it demands to have a guaranteed storage 
service, especially I/O performance, at all times. To meet the requirement, some 
storage virtualization systems are designed to provide performance guarantees for 
virtual disks [2,3,4,5]. 
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Keeping such systems operating in the face of changing access patterns, new 
applications, equipment failures, new resource, the needs to balance loads to achieve 
acceptable performance requires migrating virtual disks between storage pools. 
Existing approaches to migrating virtual disks are seldom designed with performance 
guarantees in mind. The I/O resource consumption engendered by the migration 
process will interfere with foreground application accesses and show them down. It 
will destroy the performance guarantees of virtual disk provided by storage 
virtualization systems. 

This paper explores our approach to the problem of how to maintain performance 
guarantees for virtual disks during virtual disks migration, and aims at the following 
objectives. 

Online: Today’s applications can not tolerant the downtime of storage system. Thus, 
the migrated virtual disk should be accessed by applications in parallel with the 
migration. 

Performance guarantees: The virtual disk with performance guarantees has similar 
performance characteristics as physical disk, such as Bandwidth and IOPS. These 
performance characteristics should be met while migration takes place. 

Short migration time: After satisfying the above two objectives, the migration is 
desired to complete in the shortest possible time. 

We implement our approach into the E-DM (Enhanced Device Mapper) [5], a 
kernel module of Linux that provides logic volume management service with 
performance guarantees, and evaluate it using synthesized I/O load generated by 
Iometer [6]. The remainder of this paper is organized as follows: Section 2 describes 
some related works. Section 3 explains how our approach guarantees the I/O resource 
necessary to meet the performance requirements of virtual disks. Section 4 explains 
how our approach protects the consistency of the data in the migrated virtual disks 
when the application I/O and the migration I/O execute concurrently. Section 5 gives 
some comments about the current implementation of our approach. After present the 
results of our experimental evaluation in section 6, the conclusion will be drawn in the 
seventh section. 

2   Related Works 

Currently, some logical volume managers, such as LVM [7], VxVM [8], are able to 
provide continuing access to volume while it is being moved. This is achieved by 
creating a mirror of the volume to be moved, with the new replica in the place where 
the volume is to end up. The mirror is made consistent by bringing the new copy up to 
date. After the mirror is completed, the original copy can be disconnected and 
discarded. This trick is also used by other migration tools, such as Aqueduct [9]. 
However, they cannot achieve continuing access during exchanging two virtual disks 
with one virtual disk in the place where the other virtual disk originally resides. Our 
approach can provide continuing access not only when moving virtual disk, but also 
when exchanging virtual disks. 

In order to avoid the impact of migration on the performance of virtual disks, it is 
best choice to migrate virtual disks when storage system is nearly idle. Therefore, 
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former storage administrators usually chose to perform migration tasks at night for the 
workload is low at that time. However, as for current worldwide applications, such as 
WWW and e-business, the workloads are not bound by time zone any more. Then 
storage administrators want the ability to control the workload of migration. VxVM 
provides limited support through a parameter vol_default_iodelay, which can be used 
to throttle the I/O operation of migration. Some high-end disk arrays (e.g. NEC S4300 
[10]) provide the similar function. Unfortunately, they leave the problem, how to 
adjust the control parameter according to current workload of applications, to storage 
administrators. 

Aqueduct uses a feedback method to realize an automatic throttling system, which 
takes the place of storage administrators to adjust the workload of migration through 
forecasting the change of application workload. The effect of Aqueduct is influenced 
by many factors, such as parameters of feedback control algorithm, sample interval, 
and so on. Storage administrators still need to adjust these parameters according to 
different applications and storage devices, which is also a hard work. Furthermore, 
Aqueduct only puts the performance requirement of the virtual disks in the source 
storage pool into consideration, and ignores the performance requirement of the 
virtual disks in the target storage pool. However, they are both important. 

The scheduler of storage system has the knowledge of current workload of 
applications and need not to forecast them. Eno Thereska et al. present a free-block 
scheduling algorithm for disk maintenance applications [11], which predicts rotational 
latency delays and tries to fill them with media transfers for disk maintenance 
applications. Unfortunately, storage pool is different from disks. We have no priori 
knowledge of the internal structure of storage pool, thus cannot predict rotational 
latency delays. In COMFORT file system [12], only when disk is idle, the hot data 
block can be transferred to cool disk for load balance purpose. However a storage 
pool is shared by many virtual disks, it is impossible that all these virtual disks are 
idle simultaneously. Therefore we need a method to know whether there is a virtual 
disk whose workload is below its performance requirement and what is the difference 
between them. 

3   I/O Resource Allocation 

The performance provided by virtual disk depends on consumed I/O resource. Based 
on the following three points, our approach can guarantee the I/O resource virtual 
disks required to meet their performance requirement and leave as much I/O resource 
as possible to virtual disk migration. 

Firstly, to guarantee the performance of virtual disks in the storage pools involved 
in migration, our approach uses EPYFQ scheduling algorithm [5], which is designed 
to provide performance virtualization in a shared storage environment, to correctly 
identify the amount of I/O resource, which should be allocated to virtual disks 
currently to meet their performance requirement, and assign the surplus to virtual 
disks migration. 

Secondly, to guarantee the performance of the migrated virtual disks, our approach 
spreads the workload of migrated virtual disks to both source storage pool and target 
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storage pool, and then dynamically allocates I/O resource to the migrated virtual disks 
from the two storage pools with migration going on. 

Thirdly, to reduce the I/O resource used by migration, our approach enables some 
I/O operations of foreground applications to execute virtual disk migration. 

The following three subsections will explain these points respectively in details. 

3.1   Stealing Free I/O Resource 

EPYFQ is the core technology of our storage management system with performance 
guarantees. Assuming that to meet the performance requirement, virtual disk i is 
assigned a share of I/O resource si and the total I/O resource of the storage pool is s, 
EPYFQ can allocate at least si/s of the I/O resource of the storage pool to virtual disk 
i. Moreover if the load of a virtual disk is below its share, EPYFQ will reallocate the 
spare storage resource from it to other overloaded virtual disks. Now, we will give the 
brief description of EPYFQ. 

In our storage management system, every virtual disk has an input queue, and the 
storage pool has an execute queue. EPYFQ associates a start tag Si and a finish tag Fi 
with the input queue qi of the virtual disk VDi, and also associates a tag E with the 
execute queue qe. Si, Fi and E are all initially zero. The virtual work function, v(t), of 
EPYFQ is defined as:  
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Here, the storage pool is active if there are requests being serviced in execute 
queue; otherwise, it is inactive. 

When a new request    towards VDi arrives: Firstly, if qi was previously empty, 
EPYFQ calculates Si and Fi with formula (2).  
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Here, ei(   ) is the virtual service time of request    in VDi.  Secondly, EPYFQ 
appends      to qi. 

If the number of requests in the execute queue is less than p, which is the max 
number of outstanding requests we prescribed in the execute queue, and there are 
requests waiting in the input queues of virtual disks, EPYFQ selects the request     at 
the head of the non-empty qi of VDi, which meets the conditions list in formula (3) 
until the number of requests in the execute queue equals to p, or there is no request 
meets the conditions. 
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Here, S is the set of all virtual disks; U is the set of the virtual disk whose input 
queue is empty; ej(   ) and e(   ) are average values of virtual service times of a request 
in VDj and in storage pool respectively, which can be measured with run-time 
performance monitor;  is a positive value, which can be used as a tradeoff between 
tight resource control and storage pool resource utilization. The bigger  allows more 
requests to execute concurrently, however the smaller  makes scheduler reserve more 
resource for underloaded virtual disks. 

When     is selected, EPYFQ removes    from qi and attaches the current value of Fi 
to    as    . If qi is still non-empty, EPYFQ recalculates Si and Fi with formula (2). 
When     is completed, EPYFQ recalculates E with formula (4). 
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Since EPYFQ can reallocates the spare storage resource from the underloaded 
virtual disks to overloaded virtual disks, if we give high priority of using spare I/O 
resource to virtual disk migration, the migration will do no harm to the performance 
of virtual disks. 

In EPYFQ, v(t) can identify the spare I/O resource. For virtual disk VDi, the 
difference between v(t) and its finish tag Fi is the amount of I/O resource it left. Thus 
formula (5) gives the condition when the I/O operation of migration executes. 
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Here, K is the set of virtual disks whose finish tag is smaller than v(t); S is the set 
of all virtual disks; e(rmigrate) is the virtual service time of a migration request in the 
storage pool. 

To avoid that the spare I/O resource is used repeatedly, after a migration request is 
dispatched, the finish tags of virtual disks in S should be added by e(rmigrate), but the 
added finish tag is limited under the current value of v(t). 

3.2   Allocating I/O Resource for Migrated Virtual Disk 

Usually, the cause of migration is that the source storage pool cannot afford the 
performance requirement of its virtual disks. Moving a virtual disk to other 
underloaded storage pool will address the problem. However if there is no storage 
pool can afford a whole virtual disk, we can only exchange a virtual disk with heavy 
load in the overloaded storage pool for a virtual disk with light load in the 
underloaded storage pool, and there is a precondition that the two virtual disks must 
have the same capacity. Unfortunately the former migration approaches through 
creating a mirror of virtual disk cannot use the spare I/O resource of the target storage 
pool until the migration is completed, and cannot be applied to exchanging virtual 
disks either. 

Our approach can eliminate these drawbacks. In our approach, a bitmap, named 
MST (the abbreviation for Migration State Table), is used to mark the current 
migration state of chunks (a group of data blocks) of the migrated virtual disk. Every 
chunk has a bit in MST: 0 means the chunk has not been migrated, whereas 1 means 
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the chunk has been migrated. When a request towards the migrated virtual disk 
comes, if the migration state of the target chunk is 0, the request will be sent to the 
source storage pool, but if the migration state of the target chunk is 1, the request will 
be sent to the target storage pool. Thus the workload of migrated blocks will be 
transferred to the target storage pool, which is underloaded. 

Similarly, when exchanging virtual disks, the MST can be used to mark the 
migration state of chunks of both virtual disks simultaneously. In that case, the chunk 
with the same offset in the exchanged virtual disks has the same migration state. 
Thus, through MST, we can know where a requested block is stored during 
exchanging virtual disks, and then provide continuing access to virtual disks while 
they are being exchanged. 

For moving virtual disk, the target storage pool can afford the performance 
requirement of the migrated virtual disk. Therefore we allocate the same amount of 
I/O resource to migrated virtual disk from the target storage pool as what we allocate 
from the source storage pool. Thus, during migration, the performance of application 
I/O towards the migrated part of virtual disk will be guaranteed. 

However, for exchanging virtual disks, neither of the two storage pools can afford 
another virtual disk. Therefore we cannot allocate the double I/O resource that the 
exchanged virtual disks required to those virtual disks in advance. The dynamic 
allocation of I/O resource is a good choice. We suppose that the workload spreads 
around the virtual disk evenly. Thus, when a virtual disk spreads around two storage 
pools and is divided into two parts, the I/O resource required by any part of virtual 
disk is in proportion with the number of blocks it owns. Then, the amount of I/O 
resource that should be allocated to VDi from the target storage pool currently can be 
calculated with formula (6). 
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Here, Si is the total I/O resource that should be allocated to VDi from the target 
storage pool after migration;    is the amount of I/O resource currently allocated to 
VDi from the target storage pool; Vi is the total number of blocks of VDi;     is the 
current number of migrated blocks of VDi. 

3.3   Combining Application I/O and Migration I/O 

When a write request towards the migrated virtual disk comes, if the migration state 
of target chunk is 0, the block in the source storage pool will be updated. After a 
while, this block will be migrated to the target storage pool. In this case, if the write 
request is not sent to the source storage pool but redirected to the target storage pool, 
the I/O operation of migration will be saved. 

Therefore, when moving a virtual disk, if a write request comes and the migration 
state of the target chunk is 0, the write request will be sent to the target storage pool, 
and after the request is completed, the migration state of the target chunk is set as 1. 
However, the method will not work when exchanging two virtual disks, for 
exchanging a pair of data chunks involves two write operations. We need a more 
complicated method to deal with this situation. The following section will explain the 
methods used in moving a virtual disk and exchanged two virtual disks in details. 
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4   Storage Transaction 

Moving a virtual disk and exchanging two virtual disks both translate into multiple 
I/O operations towards the storage pools and update operation towards MST. Thus 
concurrent application I/O operation may corrupt MST and cause application to lose 
updated data or read inconsistent data. 

In this section, we propose an approach, which allows the migration I/O operations 
to be a transaction, called storage transaction, to coordinate the migration I/O 
operation and the application I/O operation, such that the application I/O and the 
migration I/O can execute concurrently. 

4.1   Moving a Virtual Disk 

Moving a virtual disk involves reading from the source storage pool, writing to the 
target storage pool and updating MST. The storage transaction of moving a virtual 
disk is divided into three phrases, reading, waiting and writing. Fig. 1 gives the state 
transition of the storage transaction of moving a virtual disk. 

 
 
 
 
 
 
 

Fig. 1. State transition of the storage transaction of moving a virtual disk 

When formula (5) is true in the source storage pool, a reading request will be sent 
to the source storage pool, and then a storage transaction in the reading state is 
created.  After the reading request is completed, the storage transaction is in waiting 
state. When formula (5) is true in the target storage pool, if there is a storage 
transaction in the waiting state, a writing request will be sent to target storage pool, 
and then the storage transaction turns into the writing state. Before sending the 
writing request, the migration state of the writing chunk should be set as 1. After the 
writing request is completed, the storage transaction is completed. Furthermore, when 
a writing request from application towards the migrated virtual disk comes, if the 
migrated state of the written chunk is 0, the writing request will be send to the target 
storage pool and the migrated state will be set as 1, which will create a storage 
transaction in the writing state. Especially, if the written chunk belongs to a storage 
transaction, which is in the reading state or waiting state, the original storage 
transaction will be cancelled. 

The approach of moving a virtual disk explained above only uses the spare I/O 
resource to execute the migration task and protects the consistency of the data of the 
moved virtual disk during migration with storage transaction. When the conflict 
between the migration I/O and the application I/O occurs, the approach will combine 
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the application I/O and the migration I/O. Thus, the application I/O and the migration 
I/O will execute concurrently. 

4.2   Exchanging Virtual Disks 

Different from moving a virtual disk, exchanging two virtual disks involves two pairs 
of I/O operations, and either of the involved storage pools is not only source storage 
pool but also target storage pool. The state of either of the storage pools is not enough 
to identify the state of storage transaction during exchanging two virtual disks. 
Therefore, we use a pair of states, the state of the source storage pool and the state of 
the target storage pool instead. For convenience, we call the overloaded storage pool 
as source storage pool and the underloaded storage pool as target storage pool. Fig. 2 
shows the state transition of the storage transaction of exchanging two virtual disks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. State transition of the storage transaction of exchanging two virtual disks 

In Fig. 2, the state of storage transaction is represented by (s-state, t-state). Here, s-
state is the state of source storage pool; t-state is the state of target storage pool. There 
are four kinds of state, including r-waiting, reading, w-waiting and writing. r-waiting 
means a reading request needs to be dispatched; reading means a reading request has 
been dispatched; w-waiting means a reading request has been finished and the 

C1: Formula (5) is true in the source storage pool;  
C2: reading request is completed;  
C3: Formula (5) is true in the target storage pool;  
C4: writing request is completed;  
C5: writing request from application towards the source storage pool comes; 
C6: writing request from application towards the target storage pool comes. 
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corresponding writing request needs to be dispatched to the other storage pool; 
writing means a writing request has been dispatched. In addition, the word “any” 
means any kind of states; the word “not w-waiting” means any kind of states except 
w-waiting. 

When formula (5) is true in the source storage pool, if there is a storage transaction 
in the state of (w-waiting, w-waiting), a pair of writing requests will be sent to the 
source storage pool and the target storage pool, and then the storage transaction turns 
into the state of (writing, writing). Before sending the writing requests, the migration 
state of the writing chunks should be set as 1. When the pair of writing requests is 
completed, the corresponding storage transaction is completed. Otherwise, if there is a 
storage transaction in the state of (w-reading, any), a reading request will be sent to 
source storage pool, and the storage transaction turns into the state of (reading, any). 
If there is no storage transaction in the state of (writing, writing) or (w-reading, any), 
a reading request towards a trunk, which has not been exchanged, will be sent to the 
source storage pool, which will create a new storage transaction in the state (reading, 
w-reading). When a reading request is completed in the source storage pool, the 
corresponding storage transaction will turn into the state of (w-writing, any) from 
(reading, any). Furthermore, when a writing request towards the source storage pool 
comes, if the target chunk belongs to a storage transaction, which is in the state of 
(any, w-writing), the request will be redirected to the target storage pool and a writing 
request will be sent to the source storage pool, and then the storage transaction turns 
into the state of (writing, writing). Otherwise, the storage transaction, which the target 
chunk belongs to, will be cancelled. 

The process method in the target storage pool is same as the process method 
explained above in the source storage pool. 

In the approach of exchanging two virtual disks explained above, although when 
writing the exchanged chunks to the storage pools, one of the storage pools may not 
have spare I/O resource, most of I/O operations of exchanging two virtual disks 
execute with spare I/O resource. Therefore, there is only a little impact of migration 
on the performance of virtual disks. Moreover, when the conflict between the 
migration I/O and the application I/O occurs, the approach either combines the 
application I/O and the migration I/O, or cancels the storage transaction. Thus, the 
application I/O and the migration I/O will execute concurrently. 

4.3   Disaster Recovery 

In order to preserve the consistency of the migrated virtual disks in the event of a 
disaster, such as power failure, during migration, we need store some metadata in 
disks permanently. After the disaster, a user space tool can recover the migration task 
through scanning the metadata in disks. It is not necessary to explicitly store all the 
information in disks. Instead, enough information can be maintained to allow 
migration task to be reconstructed after disaster. 

The MST keeps the rate of progress of migration and is important for address 
resolving. Moreover all other information, such as storage transaction state, can be 
reconstructed from it. Therefore the MST is the only metadata need to be stored in 
disks. For moving a virtual disk, the MST in disks is updated only after the writing 
request of migration is completed in the target storage pool. For exchanging two 
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virtual disks, before the pair of writing requests of migration is sent to storage pools, 
the migrated chunks must be stored in the migration log in disks. After the writing 
requests are both completed, the MST can be updated and the migration log can be 
deleted. 

5   Prototype 

The approach of online virtual disk migration presented in this paper is designed for 
storage maintenance tasks, especially for load balance, in a shared storage 
environment with performance guarantees. To evaluate the approach, we implement it 
into E-DM, which is based on DM (Device Mapper) [13]. Like DM, E-DM groups 
some physical volumes (PV) into a volume group (VG), and allocates logic volume 
(LV) from VG. The PV, VG and LV are equivalents of physical disk, storage pool 
and virtual disk referred in this paper respectively. However, different from DM, 
which can only provide capacity virtualization, E-DM can provide both capacity and 
performance virtualization. In addition, we also implement some facilities to enable 
E-DM to support continuous availability [14]. 

In E-DM, the approach of online virtual disk migration is added into I/O 
scheduling thread, a kernel thread that schedules requests from all virtual disks in the 
storage system with EPYFQ scheduling algorithm to guarantee the performance 
requirement of virtual disks. When executing migration task, firstly a migration plan, 
including source storage pool, target storage pool and migrated virtual disks, is 
submitted to E-DM through dmsetup, a user space configure tool of E-DM. After that, 
E-DM establishes a MST for the migrated virtual disks, and expands the address-
resolving table of migrated virtual disks, in which a block is mapped into both source 
storage pool and target storage pool. When a request comes, E-DM firstly decides 
which storage pool the request is sent to according to the migration state in MST, and 
then resolves the physical address according to the address-resolving table of the 
selected storage pool. During migration, E-DM migrates virtual disks with the 
approach presented in this paper. When the migration task is completed, E-DM will 
delete the MST and the address-resolving table of migrated virtual disks in the target 
storage pool. If a disaster occurs during migration, the administrator can use dmscan, 
another user space configure tool of E-DM, to scan the permanent metadata of E-DM 
in disks to reconstruct the metadata of E-DM and recover the migration tasks. In 
addition, the migration of virtual disks is transparent to the upper applications of E-
DM, such as database, file system and raw device. There is not any restriction for 
these applications during migration.   

6   Experimental Evaluation 

The experiments are run on a dual Pentium 700 MHz computer with 256 MB of 
RAM. The versions of Linux kernel and E-DM module are 2.4.20 and 1.00.05 
respectively. A NEC S2100 disk array is connected directly to an Emulex Lightplus 
750 HBA card in the PC. NEC S2100 is a midrange disk array with 15 HITACHI 
DK32DJ-36FC disks (10025RPM, 36.9GB each). We set up two RAID0 Logic Units 
(LU) using four disks, each with two disks, on the disk array, and configure them as 
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two VGs, VG1 and VG2, in E-DM. After that, we allocate two logic disks, VD1 and 
VD2, from VG1 and allocate one logic disk VD3 from VG2. These VDs are 
configured as following: They both have a capacity of 1GB; VD1 has an 80% share of 
the I/O resource of the VG1; VD2 has a 20% share of the I/O resource of the VG1; 
VD3 has a 40% share of the I/O resource of the VG2. The synthetic workloads used 
in the experiments are generated by Iometer. The workloads of VD1, VD2 and VD3 
all issue purely random 64 KB read/write mix (67% read, 33% write). The maximum 
number of outstanding I/O of the workloads is set as 5. We use the delay time to 
regulate the intensity of the workload. In Iometer, the delay time specifies the time 
between two adjacent requests. Furthermore, to avoid the influence of Linux buffer 
cache, “raw” devices associated with the VDs are used. 

Table 1. The test results during moving VD2 

No. disk 
delay time 

(ms) 
IOPS ART (ms) move time (s) 

difference 
of IOPS 

VD1 5 104.01 33.40 
1 

VD2 5 26.34 85.82 
N/A N/A 

VD1 40 20.36 17.93 
VD2 20 34.02 19.10 

N/A N/A 

VD1 40 20.02 19.67 -1.7% 
2 

VD2 20 29.22 40.46 
409 

+10.9% 
VD1 30 25.32 18.51 
VD2 20 33.87 20.56 

N/A N/A 

VD1 30 24.67 20.44 -2.6% 
3 

VD2 20 28.43 44.32 
488 

+7.9% 
VD1 20 36.02 19.60 
VD2 20 32.52 22.02 

N/A N/A 

VD1 20 35.23 21.74 -2.2% 
4 

VD2 20 28.88 51.68 
841 

+9.6% 
VD1 15 51.56 21.15 
VD2 20 30.34 29.39 

N/A N/A 

VD1 15 50.03 24.72 -3.0% 
5 

VD2 20 28.74 59.27 
1169 

+8.7% 

 

VD2 is the migrated virtual disk, and after migration, VD2 will have a 40% share 
of the I/O resource of the VG2. Table 1 gives five groups of test results. The first is 
IOPS and ART (Average Response Time) of VD1 and VD2 when VD1 and VD2 are 
both overloaded, which indicates the performance requirements of VD1 and VD2. 
The following four groups are IOPS and ART of VD1 and VD2 with different delay 
times. In each group, the first two lines are tested before migration, and the last two 
lines are tested during moving VD2 from VG1 to VG2. In the last column of table 1, 
“Difference of IOPS”, we give the difference ratio of IOPS. For VD1, the value is 
difference ration of IOPS in the same line to the difference between IOPS in the same 
line and IOPS in the first line of the same group, which indicates the impact of 
migration on the performance of underloaded virtual disks. For VD2, the value is 
difference ration of IOPS in the same line to the difference between IOPS in the same 
line and IOPS in the second line of the first group, which indicate the impact of 
migration on the performance of overloaded virtual disks. 
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From the second group of test results to the fifth group of test results, the delay time 
of workload of VD2 is set as 20ms, which exceeds the performance that VD2 is 
requested to provide, that is to say, VD2 is overloaded. At the same time, the delay time 
of workload of VD1 is changed from 40ms in the second group to 15 ms in the fifth 
group, however is still under the performance that VD1 is requested to provide, that is to 
say, VD1 is underloaded. From the last column “difference of IOPS”, we can see that 
the decrease of IOPS of VD1 is not more than 3%, which means that there is only a little 
impact of migration on the performance of underloaded virtual disk. Meanwhile, the 
IOPS of VD2 during migration is still more than the IOPS that VD2 is requested to 
provide (26.34, list in the second line). However the difference is less than 11%, which 
indicates that most of the spare I/O resource left by VD1 is used by migration I/O 
operations, and only a little is used by application I/O operations towards VD2. 

As described above, we can draw a conclusion that the approach presented in this 
paper only uses the spare I/O resource to execute migration I/O operation. Therefore 
the performance of virtual disks is guaranteed during migration. Moreover it gives 
high priority of using spare I/O resource to migration tasks, which make migration is 
completed as soon as possible. Undoubtedly, the approach is a kind of online virtual 
disks migration and can provide continuous access to virtual disks during migration. 

7   Conclusion 

In order to guarantee the performance of virtual disks during executing storage 
maintenance tasks, especially load balance, in a shared storage environment. We 
present an approach of on-line virtual disks migration and implement it into E-DM. 
We also evaluate it using synthesized I/O load generated by Iometer. 

Our approach guarantees the I/O resource of virtual disks during migration from 
the following three aspects. Firstly, based on EPYFQ scheduling algorithm, it only 
uses the spare I/O resource to execute migration I/O operations. Secondly, it allocates 
enough I/O resource to the migrated virtual disks from the source storage pool and the 
target storage pool during migration. Thirdly, it enables some I/O operations of 
foreground applications to replace the migration I/O operations, thus reduces the I/O 
resource used by migration. Moreover, it uses storage transactions to protect the 
consistency of the data in the migrated virtual disks during migration, so that it can 
provide continuous access to migrated virtual disks. In addition, our approach can be 
applied to moving a virtual disk and exchanging virtual disks, which is not provided 
by former approaches. The test results also show that our approach can provide 
performance guarantees and continuous access to virtual disks during migration. 
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Abstract. This paper describes experiments with the development of a parallel 
computing platform on top of a compatible C# implementation: the Mono 
project. This implementation has the advantage of running on both Windows 
and UNIX platforms and has reached a stable state. This paper presents 
performance results obtained and compares these results with implementations 
in Java/RMI. The results show that the Mono network performance, critical for 
parallel applications, has greatly improved in recent releases, that it is superior 
to the Java RMI and is close to the performance of the new Java nio package. 
The Mono virtual machine is not yet so highly tuned as the Sun JVM and 
Thread scheduling needs to be improved. Overall, this platform is a new 
alternative to explore in the future for parallel computing. 

1   Introduction 

Traditional parallel computing is based on languages such as C/C++ and Fortran, 
since these languages provide a very good performance. Message passing libraries 
such as MPI and PVM are also very popular, since there are bindings for several 
languages and implementations for high performance networks, like Myrinet and 
Infiniband. These message passing libraries support the CSP model, where parallel 
applications are decomposed into a set of processes that communicate through 
message passing. It has been recognised that this programming model is not the most 
appropriated for object-oriented applications [1], since the natural mechanism for 
communication on these applications is the method invocation. Several extensions to 
C++ have been proposed [2] that use the object as the base unit of parallelism (instead 
of process) and objects communicate through remote method invocations (instead of 
message passing). 

The Java programming language has gained an increasing acceptation in the last 
decade. It is a much cleaner object oriented language than C++, since it removes the 
burden of pointer management and memory allocation. It also has an increased 
portability, since it is based on a virtual machine and an application can run anywhere 
that has a virtual machine implementation. This approach also resolves the 
communication problem among heterogeneous machines, since the communication is 
always between virtual machines. These are also important advantages for the 
increasing popular GRID computing field. The Java language also includes support 
for threads, remote method invocation (RMI) and object serialisation. Object 
serialisation allows object copies to move between virtual machines, even when 
objects are not allocated on a continuous memory range or when they are composed 
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by several objects. The serialisation mechanism can automatically copy the object to a 
continuous stream that can be sent to another virtual machine, which can reconstruct a 
copy of the original object structure on the remote machine. 

Several works are based on the Java platform for parallel computing: performance 
improvements to the original RMI implementation [3], thread distribution among 
virtual machines [4][5], MPI bindings [6] and implementation of higher level 
programming paradigms [7], just to name a few. 

Microsoft has proposed the .Net platform to compete against the Java success. In 
particular, the C# language closely resembles to Java: it is also based on a virtual 
machine; it relieves the programmer from memory allocation and pointer 
management issues; it includes thread support in the language specification and 
supports RMI. However, the C# language includes some improvements; namely, it 
provides support for asynchronous method invocation and several ways to publish 
remote objects, which will be discussed in more detail in the next section. The main 
Microsoft .Net platform drawback is the lack of support in other platforms besides 
Microsoft Windows. This may explain the limited number of research projects related 
to .Net platform on clusters, since clusters mainly run Linux operating systems or 
other UNIX variants. 

The Mono project is a free .Net platform implementation that runs on several 
operating systems, including Linux machines. This paper describes the experience 
acquired when porting a parallel object oriented system to this platform. The rest of 
this paper is organised as follows. Section 2 presents a more detailed comparison of 
the supported concurrency and distribution mechanisms of MPI, Java and C#. Section 
3 presents the proposed platform, including the programming model and its 
implementation on the Mono platform. Section 4 presents performance results. 
Section 5 closes the paper with suggestions for future work. 

2   C# Remoting Versus MPI and JAVA RMI 

The Message Passing Interface (MPI) is a collection of routines for inter process 
communication. The mechanisms for communication are based on explicit message 
send and receive, where each process is identified by its rank in the communication 
group. MPI has a large set of primitives to send and receive messages, namely, 
blocking and unblocking sends and receives; broadcasts and reductions. MPI requires 
explicit packing and unpacking of messages (i.e., a data structure residing in a 
non-continuous memory must be packed into a continuous memory area before being 
sent and must be unpacked in the receiver). A thread library such as Pthreads can be 
used to create multithreaded applications. However, most MPI implementations are 
not thread safe, increasing the application complexity, when several threads in the 
same process need to access to the MPI library. 

The Java language specification includes support for multithreaded applications 
through the Thread class and the Runnable interface. The thread method start initiates 
the execution of a new thread that executes the run method of an object implementing 
the Runnable interface. Synchronised methods prevent two threads from 
simultaneously executing code in the same object, avoiding data races. The Java RMI 
provides remote method invocations among Java virtual machines. Using RMI 
involves several steps, which considerably increase the burden to use it: 
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public interface IDServer extends Remote {
  double divide(double d1, double d2) throws RemoteException; 
} 
 
public class DServer extends UnicastRemoteObject implements IDServer { 
  public double divide(double d1, double d2) throws RemoteException { 
    return d1 / d2; 
  } 
  public static void main(String args[]) { 
    try { 
      DServer dsi = new DServer(); 
      Naming.rebind("rmi://host:1050/DivideServer",dsi); 
    } catch(Exception e) { e.printStackTrace(); } 
  } 
} 
 
public class DivideClient { 
  public static void main(String args[]) { 
    try { 
      IDServer ds; // Obtains a reference to the remote object 
      ds = (IDServer) Naming.lookup("rmi://host:1050/DivideServer"); 
      double d1 = Double.valueOf(args[0]).doubleValue(); 
      double d2 = Double.valueOf(args[1]).doubleValue(); 
      double result = ds.divide(d1, d2); 
    } catch(RemoteException ex) { ex.printStackTrace(); } 
} 

public class DServer { 
  public double divide(double d1, double d2) { 
    return d1 / d2; 
  } 
 
public class DivideClient { 
  public static void main(String args[]) { 
    DServer ds = new DServer(); 
    double d1 = Double.valueOf(args[0]).doubleValue(); 
    double d2 = Double.valueOf(args[1]).doubleValue(); 
    double result = ds.divide(d1, d2); 
  } 
} 

1. Server classes must implement an interface, which must extend the Remote 
interface, and its methods must throw a RemoteException. 

2. Each server object must be manually instantiated (by introducing a main method 
on the server class), exported to be remotely available and registered in a name 
server to provide remote references to it; 

3. Client classes must contact a name server to obtain a local reference to a remote 
object; 

4. Each remote call must include a try { … } catch statement to deal with 
RemoteExcetions; 

5. For each server class it is required to run the rmic utility to generate proxies and 
ties that are, respectively, used by the client and server class in a transparent way. 

Fig. 1 illustrates these required transforms for a simple remote class that performs a 
division of two numbers. 

 
Fig. 1. Conversion of a Java class to a remote class 

With RMI the only binding between the client and the server is the registered name 
of the server object (host:1050/DivideServer in the figure), which truly provides 
location transparency. All objects passed among remote classes should implement the 
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public interface IDServer { 
  double divide(double d1, double d2); 
} 
 
public class DServer : MarshalByRefObject, IDServer { 
  public double divide(double d1, double d2) { 
    return d1 / d2; 
  } 
  public static int Main (string [] args) { 
    TcpChannel cn = new TcpChannel (1050); 
    ChannelServices.RegisterChannel(cn); 
    RemotingConfiguration.RegisterWellKnownServiceType( typeof(DServer), 
      "DivideServer", WellKnownObjectMode.Singleton); 
  } 
} 
 
public class DivideClient { 
  public static int Main (string [] args) { 
    TcpChannel cn = new TcpChannel(); 
    ChannelServices.RegisterChannel(cn); 
    IDServer ds = (IDServer) Activator.GetObject( typeof(DivideServer), 
      "tcp://localhost:1050/DivideServer"); 
    double d1 = Convert.ToDouble(args[0]); 
    double d2 = Convert.ToDouble(args[1]); 
    double result = ds.divide(d1, d2); 
  } 
} 

interface serializable, providing a way to automatically send object copies among 
virtual machines. 

The .Net platform implements threads in a way similar to Java, but the use of 
remote method invocations has become simpler and several improvements have been 
added. One important difference is the various alternatives to publish remote objects 
(step 2 from the previous list). In addition to publish objects explicitly instantiated, it 
is possible to register an object factory that instantiates objects at request. This object 
factory has two alternatives to instantiate objects: 

1. singleton - all remote calls are executed by the same object instance; 
2. singlecall – each remote call may be executed by a different instance (i.e., object 

state is not maintained between remote calls). 

Fig. 2 presents the code in Fig. 1 converted to C#. 
 

Fig. 2. Remote class in C# 

There are two important differences: no RemoteException needs to be 
thrown/caught and the server code only publishes the object factory 
(RemotingConfiguration line), not an object instance. Conversely to the Java version 
it is not required to generate proxy and ties, since they are automatically generated.  

C# Remoting also includes support for asynchronous method invocation through 
delegates. A delegate can perform a method call in background and provides a 
mechanism to get the remote method return value, if required. In Java, a similar 
functionality must be explicitly programmed using threads. 

3   The Platform 

The ParC# is a SCOOPP (Scalable Object Oriented Parallel Programming) 
implementation [8], which has been previously implemented in C++/MPI 
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(implementation called ParC++). The C# implementation is much simpler, since the 
C++ version must contain code to explicitly pack/unpack method tags and parameters 
into MPI messages, required to implement synchronous or asynchronous remote 
method invocations. This section shortly reviews the programming model and details 
the main differences between these two implementations. 

3.1   Programming Paradigm 

SCOOPP is based on an object oriented programming paradigm supporting active and 
passive objects. Active objects are called parallel objects and they specify explicit 
parallelism, having its own thread of control. These objects model parallel tasks and 
are automatically distributed among processing nodes. They communicate through 
either asynchronous (when no value is returned) or synchronous method calls (when a 
value is returned). 

References to parallel objects may be copied or sent as a method argument, which 
may lead to cycles in a dependence graph. The application's dependence graph 
becomes a DAG when this feature is not used. 

Passive objects are supported to make easier the reuse of existing code. These 
objects are placed in the context of the parallel object that created them, and only 
copies of them are allowed to move between parallel objects. 

SCOOPP removes parallelism overheads at run-time by transforming (packing) 
parallel objects in passive ones and by aggregating method calls [9]. These run-time 
optimisations are implemented through: 
− method call aggregation: (delay and) combine a series of asynchronous method 

calls into a single aggregate call message; this reduces message overheads and per-
message latency; 

− object agglomeration: when a new object is created, create it locally so that its 
subsequent (asynchronous parallel) method invocations are actually executed 
synchronously and serially.  

3.2   Implementation 

The ParC++ implementation supports some extensions to C++. It includes a 
pre-processor, several C++ support classes and a run-time system. The pre-processor 
analyses the application - retrieving information about the declared parallel objects - 
and generates code for remote object creation and remote method invocation. 

The ParC++ run-time system (RTS) is based on three object classes: proxy objects 
(PO), implementation objects (IO) and server objects (SO). 

A PO represents a local or a remote parallel object and has the same interface as 
the object it represents. It transparently replaces remote parallel objects and forwards 
all method invocations to the remote parallel object implementation (IO/SO in Fig. 3). 
A PO maintains the remote identification of its IO and SO. On inter-grains method 
calls the PO forwards the call to a remote SO, which activates the corresponding 
method on the IO (calls a in Fig.3). On intra-grain calls, the PO directly calls the 
corresponding method on the local IO (call b in Fig.3).  

Converting the ParC++ prototype to C# removed a large amount of code from PO 
objects, since most of its functionality is already implemented by C# remoting. 
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public class PrimeServer : PrimeFilter { 
  public void process(int[] num) { 
  ... 
  } 
} 

public class PrimeServer : PrimeFilter {  // PO object 
  public delegate void RemoteAsyncDelegate (int[] num );   // delegate decl. 
  PrimeServerImpl obj;    // reference to IO object 
  ... 
  public void process(int[] num) {   // asynchronous call using delegates 
    RemoteAsyncDelegate RemoteDel= new RemoteAsyncDelegate(obj.process); 
    IAsyncResult RemAr=RemoteDel.BeginInvoke(num,null,null); 
  } 
} 

   Node 0 Node 1

IO 3

SO

b)

a) 

a)

Call through IPC/RMI 

Method call 

IO 1 

IO 2 

c) 

d) 

PO 1

Object creation 

OM OM

c)

PO 2 

c) 

 

Fig. 3. Inter-grains a) and intra-grain b) method calls; RTS c) and d) direct object creation 

However, PO objects are still required, since they perform much of the grain-size 
adaptation. The main simplification of PO objects arises from the elimination of code 
required to pack a method tag and method arguments into a MPI message. This code 
is directly replaced by a direct call to the corresponding method in the IO, using C# 
remoting. This change also allowed PO objects to transparently use remote objects or 
local objects (i.e., those objects created directly, when performing object 
agglomeration). Implementing asynchronous method invocation was simpler, since it 
only required the use of delegates. During the preprocessing phase, the original 
parallel object classes are replaced by generated PO classes.  

Fig. 4 presents a simple source code and the PO code generated by the 
preprocessor. This code calls the process method asynchronously, using a delegate.  

 
Fig. 4. PO object using delegates 

The ParC++ RTS provides run-time grain-size adaptation and load balancing 
through cooperation among object managers (OM) and POs. The application entry 
code creates one instance of the OM on each processing node. The OM controls the 
grain-size adaptation by instructing PO objects to perform method call aggregation 
and/or object agglomeration.  

When a parallel object is created in the original code, the generated code creates a 
PO object instead. The first task of the newly created PO is to request the creation of 
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public class PrimeServer : PrimeFilter {  // PO object 
  ... 
  PrimeServerImpl obj;    // reference to IO object 
  ... 
  public PrimeServer() {    
    if (aglomerateObj) {      // perform agglomeration? 
      obj = new PrimeServerImpl();            // intra-grain object creation 
      ... // notify local OM 
    } 
    else { 
      ... // contact OM to get a (host) and tcp (port) for the new object  
      string uri="tcp://"+host+":"+port+"/factory.soap"; 
      // gets a reference to the remote factory (rf)  
      rf =(RemoteFactory)Activator.GetObject(typeof(RemoteFactory),uri); 
      obj=(PrimeServerImpl)rf.PrimeServer(); // request remote object creation 
    } 
  } 
} 

public class PrimeServerImpl : MarshalByRefObject { 
  ... 
  public void process(int[] num) { 
    ... // copy of the original method implementation 
  } 
} 
// object factory 
public class RemoteFactory : MarshalByRefObject  { 
  ... 
  public PrimeServerImpl PrimeServer() { 
    return new PrimeServerImpl(); 
  } 
} 
// main code the register the factory 
public static void Main (string [] args) { 
  ... 
  RemotingConfiguration.RegisterWellKnownServiceType(typeof(RemoteFactory), 
 "factory.soap",WellKnownObjectMode.Singleton); 
} 

the IO. When parallelism is not being removed, the OM selects a processing node to 
create a new IO (according to the current load distribution policy), selects or creates 
the associated SO and returns their identifier to the PO (calls c in Fig.3). When the 
RTS is removing excess of parallelism, the PO directly creates the parallel object, by 
locally creating the IO (call d in Fig.3) and notifying the RTS. In ParC# this generated 
code is very similar to the ParC++ code and it is placed on the PO object constructor.  
shows the PO generated constructor from the example in Fig. 4. 

Fig. 5. PO generated code for IO object creation 

 
Fig. 6. IO code and the corresponding factory 

In ParC++ SO objects are active entities (i.e., threads) that continuously receive 
messages from PO objects, calling the requested method on local IO and, if needed, 
returning the result value to the caller. The ParC# implementation no longer requires 
SO objects and the corresponding message loop to receive external messages, since 
this loop is implemented by the C# remoting. 

The object manager in the ParC++ implementation had the responsibility to 
perform load management and explicit object creation. A factory was generated for 
each class and instantiated on each node to implement this functionality. On the C# 
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public class PrimeServer : PrimeFilter {  // PO with method call aggregation 
  [Serializable] 
  struct paramsprocess {            
      public int[] num; 
  } // array structure for multiple invocations 
  public ArrayList processList = new ArrayList(); 
  paramsprocess processStruct = new paramsprocess(); 
 
  public void process (int[] num) { 
    if (currentCall++<maxCalls) {            // maxCalls = calls per message 
      processStruct.num=num; 
      processList.Add(processStruct); 
      currentCall++; 
    } else { 
      obj.processN(processList, maxCalls); 
    } 
} 
public class PrimeServerImpl : MarshalByRefObject { // IO code 
  ... 
  public void processN (ArrayList a, int nInv) { 
    paramsprocess b; 
    for (int i=0;i<maxCalls;i++) { 
    b=(paramsprocess)(a[i]); 
    process(b.num); 
  } 
} 

prototype this functionality was separated form the OM code since object factories 
can be automatically registered in the boot code of each node. Fig. 6 shows the code 
of the generated IO from the previous example and also shows the generated object 
factory and the code to register this factory. 

Aggregating several method calls in a single message required the introduction of a 
new method in the implementation object to process a pack of several method calls. 
The parameters of the several invocations are placed in an array structure that is 
constructed on the PO side and fetched from the array on the IO side. Fig. 7. presents 
the generated code for method call aggregation. 

 

Fig. 7. Method call aggregation code 

4   Performance Results 

Performance evaluation was performed through low and high level tests. The low 
level evaluation measures the base communication latency and bandwidth. The high 
level evaluation measures the application performance with a simple application. 
These tests were run in a Linux cluster, connected through a 100 Mbit Ethernet. Each 
node is a dual Athlon MP 1800+ and has 512 MB of RAM. 

Low-level performance was evaluated by a ping-pong test, where messages with 
several sizes are exchanged between two nodes. These tests compare the Mono 
Remoting (version 1.1.7) performance against an equivalent Java RMI (SDK 1.4.2) 
application and an MPI version (MPICH 1.2.6 and GNU g++ 3.2.2). Both Java and 
the Mono implementations use a remote object, where an array of integers is sent and 
received as the method parameter and return type. In these results the performance 
penalty introduced by the ParC# platform is not noticeable (results not shown). The 
MPI version uses the MPI_Send and MPI_Recv primitives. 

Inter-node bandwidth (Fig. 8b) shows that the MPI bandwidth performance is 
superior to Java and Mono. This is explained by the high level nature of the remote 
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method invocation and the well-optimised version of MPI. Also, for large messages, 
the Mono performance lags behind the Java implementation. This may be explained 
by the fact that the Mono platform is relatively new, when compared to the other 
alternatives and it is not yet so well tuned. 

Inter node latency in Mono (not shown) is between the Java RMI and the MPI 
latency (respectively, 520, 273 and 100us). This low latency is promising for parallel 
applications since it is in the same order as highly optimised Java RMI 
 

 

Fig. 8. Inter-node bandwidth a) Mono versus other; b) Mono implementations 

 
 
 
 

 
 

 

 

 

 

Fig. 9. Parallel Ray Tracer execution time 

implementations [3]. This latency is very close to the performance of the Java nio 
package (introduced in Java 4). However, this Java package is more low level, based 
on message passing. Fig. 8b compares the performance of various Mono 
implementations; it shows that Mono performance has radically increased from 
release 1.0.5 and the low performance of an Http channel. 

The high level evaluation was performed using a parallel Ray Tracer from the Java 
Grande Forum, converted to C#. This application was parallelised using a farming 
approach, where each worker renders several lines from the generated image. 

0,0

0,1

1,0

10,0

100,0

0,001 0,01 0,1 1 10 100 1000

Message Size (kbytes)

B
an

dw
ith

 (M
B

/s
)  

Mono 1.1.7 (Tcp)
Mono 1.0.5 (Tcp)
Mono 1.1.7 (Http)

0,0

0,1

1,0

10,0

100,0

0,001 0,01 0,1 1 10 100 1000

Message Size (kbytes)

B
an

dw
ith

 (M
B

/s
)  

MPI
Java RMI
Mono

0

20

40

60

80

100

120

140

1 2 3 4 5 6
Processors

E
xe

cu
ti

o
n

 t
im

e 
(s

ec
on

ds
)

ParC#
Java RMI



248 J.F. Ferreira and J.L. Sobral 

 

Fig. 9 compares the execution times of Java and ParC# to render a scene with 
500x500 pixels. The C# sequential execution time in this particular application is 40% 
superior to the Java version (using the Microsoft virtual machine, on a Windows 
machine, it is only 10% superior). This indicates that the Mono virtual machine is not 
as highly tuned as the JVM. However, running another application, a prime number 
sieve, the Mono execution time is about the same as the JVM. 

The parallel Ray Tracer execution time in several processors is higher in ParC# 
mainly due to the higher sequential time and due to thread management. The Mono 
implementation uses a thread pool to reduce the thread creation cost; however 
limiting the number of running threads in parallel applications reduces the overlap 
among computation and communication and also produces starvation in some 
application threads. 

5   Conclusion 

This paper presented the implementation of a parallel programming paradigm on top 
of a C# and .Net platform. The experience with this implementation revealed that the 
platform greatly simplifies the implementation of the ParC++ and that it is possible to 
use C# and the .Net platform for parallel applications, both on Windows and UNIX 
machines. Code can be moved between these two platforms without any 
recompilation and it is even possible to use it simultaneously on both platforms 
(something that Java does since its appearance). However, performance gains would 
be achieved by a more performance tuned Mono implementation; specifically, the 
virtual machine JIT and the Thread scheduling policy should be improved. 
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Abstract. The hotspot seriously degrades the performance of a parallel algo-
rithm but there have not been many methods proposed for this problem. With-
out modification of mesh topology a reasonable method is fully utilizing all the 
links of the hotspot node. A new routing method that incorporates both minimal 
routes and non-minimal routes was proposed and approved with the hotspot 
traffic patterns. In particular the routing method decide on misrouting without 
the congestion detection. The routing method requires only little addition of 
hardware and it is relatively simple. 

1   Introduction 

Collective communications such as global synchronization operation essentially incur 
non-uniform traffic situation. Where the non-uniform traffic situation arise, the center 
of the situation, might become a ‘hotspot.’ The other cause of hotspot is not-even 
data-access. In this case, many other nodes transmit packets to a hotspot node to get 
information from the node. Contention caused by accesses to the hotspot is notorious 
for degrading performance of a parallel algorithm[1]. The phenomenon by hotspot is 
not only the problem in multistage networks. Although mesh networks have multiple 
physical links, the number of nodes that participate in collective communication or 
the group size sharing information of a node grows multiple times when compared to 
those of multistage networks. The objective of this work is to seek the method that re-
duces the delay by the hotspot on the mesh topology. 

Enlarging the physical consumption channel could be a straight solution to the hot-
spot. Basak and Panda have used multiple consumption channels than single one for 
each processor on wormhole-routed k-ary n-cube[10]. Their approach is to analyze 
various factors of interconnection network with message consumption, and derive the 
minimum number of required consumption channels for alleviating consumption bot-
tleneck. In the approach, additional channel per processor is necessary thus additional 
hardware cost is imposed. Sun and Cheung have developed a tree-based routing 
scheme for supporting barrier synchronization[2]. However since each router should 
have knowledge of barrier group to maintain a collective synchronization tree, special 
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hardware is added into the routers. The cost/performance trade-off of the synchroniza-
tion hardware is analyzed[3], and it is the cost for only the synchronization, not for all 
the cases of hotspots. Without enlarging the channel bandwidth or the knowledge of 
collective communication which is at application-level, one solution would be using 
all available network resources efficiently to alleviate the hotspot effect. Routing al-
gorithms govern the use of network resources, and the underlying switching method 
concerns the routing. 

To provide good network performance, a key point is to develop a traffic-balanced 
network with minimum diameter and average path length[6]. Traffic-balancing means 
even usage of network resources and efficient usage is achieved by minimum average 
path length. Virtual channels employed in wormhole switching prevent the deadlock. 
However a few algorithms results in uneven load distribution in using the virtual 
channels[7]. Even usage of network resources is gained by load balancing between 
virtual channels in mesh. Chuang et al. have proposed buffer utilization scheme for 
mesh with virtual channels[8]. They defined a particular area of high traffic load, 
where hotspot might emerge, and restricted passage to or through the area by re-
mained area. However the schemes don’t aim at hotspot problem directly, but to dis-
tribute the traffic load evenly over the network. Once hotspot situation arose it is de-
sirable to complete the communication that caused the hotspot as soon as possible, 
either it is collective communication or not, since the situation affects much of the 
overall system performance[2]. 

Among network resources two major resources are the link bandwidth and buffer 
capacity. Adaptive routing is a primary way to gain more link bandwidth from given 
interconnection topology. Misrouting is necessary if there is an idle link available 
around the hotspot but it is important not to extend the path much since the longer 
path charges the more network resources. By this reason there were not much works 
with misrouting so far. Most of them were for fault-tolerance and a little were for re-
ducing packet latency. Moreover it is rare what dealt with the hotspot case. In [14] 
misrouting or Non-minimal algorithm was slightly worse than the best algorithm 
since it charged more network resources, although the hotspot was not dealt with. 

Virtual cut-through switching has some merit such that wire length is independent 
of buffer size and preventing deadlock is more flexible when adaptive routes are con-
sidered[4][5]. Adaptive routing methods that select only minimal paths including one 
presented by Pifarre et al.[9] don’t utilize all available paths to the destination. The 
main problem with minimal adaptive routers is that, in general, the number of paths 
available decreases as the distance to the destination decreases. Because of this, pack-
ets near their destinations lose their ability to maneuver around the congestion, and a 
worse, hotspot[13]. 

Non-minimal adaptive routings that selects misroutes have been proposed[11][12], 
and the effect of various misroute limits is presented in [12]. The motivation in mis-
routing is it would be better go misroute than being blocked in each router buffer and 
that was proved for high network load in many works. For 2D mesh fully utilizing the 
4 links of a hotspot node by misrouting could alleviate the hotspot problem. In this 
paper we propose a new routing algorithm with virtual cut-through switching to 
reduce hotspot delay, which is blocking time in each router or switch buffer. A new 
method to distribute packets evenly on 2D mesh is introduced in Section 2, and a mis-
routing based on the method is described in the Section 3. Section 4 presents perform-
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ance evaluation for the proposed routing method including one recent famous routing, 
and Section 5 finalizes the contribution. 

2   Link Selection to Distribute Packets Evenly 

This section introduces a new method to utilize links evenly on 2D mesh. Utilizing 
links evenly would induce even usage of buffers in the network. On 2D mesh a node 
has 4 pairs of input and output links, each pair for each direction, east, west, north and 
south, respectively, except for boundary nodes. Each node has the buffer to capture 
income packets from each direction. To avoid blocking in the buffer of each interme-
diate switch, we utilize all available links of each switch by devising a new link selec-
tion method as follows. The objective of the method is that a switch receives the in-
coming packets along two links then sends the outgoing packets along the other two 
links with the same numbers of packets. The packet length is fixed and all the same in 
virtual cut-through switching. 

 

(a)   (b)     (c)      (d) 

Fig. 1. The node (switch) internal operation 

To memorize which dimension a packet came in and which dimension it came out, 
we introduce a one-bit named ‘swap bit.’ To memorize the previous series of packets 
has passed whether in even number or in odd number of packets, four one-bits named 
‘entry bits’ for each direction are located in the switch. The central routing logic of a 
switch contains the swap bit. A pair of unidirectional links connects neighboring 
switches for each direction and there are 4 FIFO queues for incoming packets from 4 
neighboring switches except for boundary switches. 

The usage of the swap bit and entry bits in <Swap selection> is as follows; 

0. Each entry bit is preset to 0. 
1. If a packet comes through any link, the entry bit of that income direction is 

negated. 
A. Negate the swap bit. 
B. If the dimension determining the swap bit has changed, copy its entry 

bit to the swap bit. 
C. According to the swap bit; 
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i. 1 : the packet go straight to the opposite link of the same dimen-
sion; if it has come in through X-dimension it will go out through 
X-dimension and vice-versa. We call this ‘crossing’ the switch. 

ii. 0 : the packet go left or right direction for its destination, thus to 
the link of the other dimension; if it has come in through X-
dimension it will go out through Y-dimension and vice-versa. We 
call this ‘detouring’ the switch. 

2. For next incoming packet, go to 1. 
<Swap Selection> 

 
The role of the swap bit is to alternate the dimensions of output links on packet by 

packet. Each entry bit remembers whether the previous packet of the input links has 
crossed or detoured the switch. Through this scenario the packets should be distrib-
uted evenly. 

The swap selection extends to the case two series come from both dimensions at 
about the same time. The swap bit is determined by a little early-arrived packet than 
the other so the little-late packet takes the remained dimension. This technique is in-
herent from deflection routing[16]. Modification to the above scenario has two as-
pects. 

− The little-late packet does not execute 1-A and 1-B from <Swap Selection> and the 
little-late packets’ entry bit is copied from the swap bit. 

− The swap bit should not be changed until the transmission of the little-late packet 
has finished, thus the swap bit is not always negated when a next little-early ar-
rived packet determines it. 

Fig. 2 depicts the behavior of the swap selection with this modification by an ex-
ample. In Fig. 2(a) 4 packets are approaching to Z, an intermediate node to reach for 
D, the destination node. Assume the packet ‘a’ has entered Z first and the packet b has 
second. The entry bit of Z’s west link is negated to 1. Let the swap bit was 0(What 
value the swap bit was is not important). The packet ‘a’ negates the swap bit to ‘1’. 
Then the packet ‘a’ crosses the node Z. If the packet ‘b’ has entered Z while the 
packet ‘a’ is still crossing Z then ‘b’ should also cross the node Z according the swap 
bit, 1. In this case the entry bit of Z’s north link is copied to 1 from the swap bit. If the 
packet ‘b’ has entered Z after the packet ‘a’ has already left Z then ‘b’ copies its entry 
bit of Z’ north link (which is now 1) to the swap bit and it should cross the node Z. 

Now the packet ‘c’ or ‘d’ would enter Z. If the packet ‘c’ has entered early, it 
would detour the node Z. The packet ‘d’ should detour the node Z whether it has en-
tered while the packet ‘c’ is still crossing the node Z or not. Fig. 2(b) shows this case. 
If the packet ‘d’ has entered early and the packet ‘b’ has already left Z, ‘d’ would de-
tour the node Z. The packet ‘c’ should detour the node Z whether it has entered while 
the packet ‘d’ is still detouring the node Z or not. Fig. 2(c) shows this case. If the 
packet ‘b’ is still crossing when ‘d’ has entered the node Z, ‘d’ should also cross the 
node Z. If the packet ‘c’ has entered while ‘d’ is still crossing the node Z, ‘c’ should 
also cross the node Z. However if the packet ‘c’ has entered after ‘d’ has already 
crossed Z, ‘c’ would detour the node Z. This is the case the packets are not distributed 
evenly. Note that, the packet ‘c’ should not change the swap bit when ‘b’ was still in 
transmitting. This should be better than ‘c’ would wait until it can change the swap 
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bit. More importantly all the neighbor nodes before and after the node Z use the swap 
selection. The packets are eventually distributed evenly fully utilizing the links. 

In summary, by using the swap selection every intermediate node distributes in-
come packets evenly, toward the destination, violating the evenness only not to intro-
duce unnecessary waiting time in the buffer. The packet generated at each node may 
select any idle link or be interposed between packets with some adequate priority 
level. 

D

Z
d a

b
c

ac

b
d

D

Z
ad

b
c

D

Z

 

(a)    (b)   (c) 

Fig. 2. The packets passing through an intermediate node Z according to the swap bit 

3   Non-minimal Swap Routing 

This section presents a new routing method to fully utilize the links’ bandwidth in the 
paths toward the hotspot. The routing is founded on the swap routing introduced in 
Section 2. On 2D mesh any node except boundary nodes has its 4 input links, and the 
bandwidth sum of the 4 links is the physical maximum in receiving packets headed to 
the node. We exclude any physical link addition to gain more bandwidth, which may 
change the topology of mesh and increase the cost of its implementation. As each 
node is attached to the mesh by its switch we use the terms a node and a switch inter-
changeably from now on. We say that a node in 2D mesh has the consumption capa-
bility of 4, the number of input links for nodes that means maximum capacity of re-
ceiving each flit of packets passing through the 4 links at any given instant. 

We suppose an occasion the hotspot would emerge which some of other nodes 
(equals to a switch) has one packet each to send to a node, called hotspot node. Fig. 
3(a) shows the movements of packets heading to the hotspot node in a profitable rout-
ing method. The profitable routing method that selects only the shortest paths in this 
occasion utilizes only a half of the hotspot node’s consumption capability. The hot-
spot node, D, has another half of its consumption capability unused thus misrouting 
method is required, in the manner that some of the shortest paths are extended by the 
least additional hop. Without misrouting, packets generated at the black nodes would 
suffer evitable blocking delay to eventually enter the node D. The goal of this paper is 
to minimize the blocking time in the buffer of each intermediate switch by utilizing 
the consumption capability fully as possible. 
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Fig. 3. (a) Black nodes may generate hotspot packets for the node D, and (b) profitable routes 
and misroutes for the hotspot node are provided 

All the hotspot packets traverse the mesh heading to the destination D as written in 
their headers. The proposed routing method is applied at each intermediate switch in 
the Fig. 3(b), and two additional black paths emerged from two XD and YD nodes 
toward the destination D. The idea behind the additional paths is each node, XD or 
YD, sends the same number of packets along both dimensions after receiving any 
even number of packets. 

Suppose there are 2p nodes that generate one hotspot packet each among black 
nodes in the Fig. 3(b). Assume that the number of packets entered the node YD along 
SX-axis and that entered XD along DX-axis is the same, h. Assume also that the 
number of packets entered the node XD along SY-axis and that entered YD along 
DY-axis is the same, v. In this case packets sent by the node S are h along SX-axis, 
and v along SY-axis. Then XD sends (h+v)/2 packets along DX-axis and (h+v)/2 
along SY-axis, to D and an additional path toward D, respectively. YD shows the 
same behavior. For this routing each packet header contains two control bits in addi-
tion to its destination address. It is inherent from [18]. The packet header format is 
depicted in Fig. 6, and the meanings of the control bits are as follows; 

11 – The packet is heading to (XDest – 0, YDest – 0), that 
is, the destination. 

01 – The packet is heading to (XDest – 0, YDest – 1), that 
is, the node YD. In this case it is on either SX- or 
DY-axis and the swap bit of each switch is ignored. 

10 – The packet is heading to (XDest – 1, YDest – 0), that 
is, the node XD. In this case it is on either SY- or 
DX-axis and the swap bit of each switch is ignored. 

00 – The packet is heading to (XDest – 0, YDest – 0), the 
destination, from XD or YD and it could make a curve, 
following the black arrows in the Fig. 3(b), or not. 
The swap bits are ignored. 

And the routing is divided into three phases. 
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• Phase 1 – Destination: (XDest, YDest) 

Packets leave their source node with the control bits ’11.’ When they enter any node 
over SX- or SY-axis, they are forwarded to either XD or YD. 

• Phase 2 - Destination: (XDest – 1, YDest) or (XDest, YDest –1) 

Packets advance to either XD with the control bits ’10’ or YD with the control bits 
’01.’ When they enter either XD or YD, they are forwarded to the destination, D. 

• Phase 3 - Destination: (XDest, YDest) 

Packets enter the destination directly or make a curve to the destination. In both cases 
the control bit is ‘00’, and any node receiving a packet with ‘00’ should make the link 
selection as ‘detouring.’ 

In the phase 2, if the packets has entered a node over SX-axis, the half of the pack-
ets are destined for YD and the other half are destined for XD to advance toward the 
destination, D(Fig. 4(a)). If the packets has entered a node over SY-axis, the half of 
the packets are destined for XD and the other half are destined for YD to advance to-
ward the destination, D(Fig. 4(b)). In the phase 3, misrouting occurs with a probabil-
ity 1/2 at the node XD or YD and only these two nodes use (XDest, YDest+1) or 
(XDest+1, YDest) for next false direction instantly. If the packet enters D directly the 
control bits ‘00’ is of no use since it has arrived at the destination. 
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Fig. 4. The node XD and YD receive the same number of packets 

‘11’ is the initial value of control bits. Once a packet enters a node over SX- or SY-
axis, the control bits are changed into ‘10’ or ‘01’. Packets that starts at a source node 
over DX- or DY- axis begins with ‘10’ or ‘01.’ If the packet enters XD or YD, the 
bits are changed into ‘00’ at the node and then it enters the destination or makes a 
curve to the destination. The proposed routing algorithm is in the Fig. 8. Note that, af-
ter the control bits are changed into ‘10’ or ‘01’, the packet advances along either X-
dimension only or Y-dimension only, until it enters XD or YD. Let ia  be the packet 
arrival rate at each node over SX-axis then the packet arrival rate at YD along SX-
axis is equal with that at XD along DX-axis. 
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Let jb  be the packet arrival rate at each node over SY-axis then the packet arrival 
rate at XD along SY-axis is equal with that at YD along DY-axis. 
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where I is the largest hop from the node YD along SX-axis and J is the largest hop 
from the node XD along SY-axis. 

Packets generated at nodes over SX-axis or SY-axis are included in the above cal-
culation. Therefore the destination D receives p/2 packets through each link, thus all 
the 2p packets has arrived the common destination, if we exclude the packets “more 
generated” at nodes over either DX-axis or DY-axis than the other axis. For those 
packets more than 2 hops are needed to be misrouted but those are not supported by 
this routing. Moreover the packets have a straight path to the destination thus misrout-
ing may not be appropriate in respect of resource utilization. 

(a)   (b)    (c)      (d) 

Fig. 5. Distributions of the source nodes 

Each entry bit of the switches memorizes whether even number of packets has en-
tered or not through each input link, except the packets of the control bits ‘00.’ There-
fore the flow of misrouted packets does not affect that of other packets in the distribu-
tion of source nodes (b), (c), or (d) of the Fig. 5. (XDest–1,YDest) or (XDest, YDest–1), the 
coordinates of XD or YD, of the routing algorithm, should be changed into either 
(XDest+1, YDest) or (XDest, YDest+1) according to the location of the source node. 

    



 Minimizing Hotspot Delay by Fully Utilizing the Link Bandwidth on 2D Mesh 257 

 

The packet arrival is depicted in the Fig. 7, (a) shows the case from source loca-
tions of the Fig. 5(b). White arrows are direct entrances and black arrows are curved 
entrances. There are no interferences between the flows of misrouted packets since 
their control bits ‘00’ means just ‘detouring’ each intermediate switch and packets 
with the control bits ‘00’ do not change each entry bit. Superimposing the Fig. 7(b) on 
5(a) makes the case for the Fig. 5(c). 

• Deadlock freedom 

There is no cycle of packets since the path of misrouted packets starts at a node 
only one hop apart from the destination, and the path finishes at the destination. 

• Livelock freedom 

The path of a misrouted packet is fixed by the control bit ‘00’ thus the packet even-
tually arrives at the destination. 

          

D

  

D

 

         (a)                     (b) 

Fig. 6. Packet header format   Fig. 7. Packets approaching to the destination 

Theorem 1. For the traffic that is centralized to one node on 2D mesh, if all the 4 
input links of the node receive packets in their full bandwidth in parallel, the traffic 
should be consumed in the minimal time. 

Proof. This is the topological and physical limit. 

Theorem 2. Under the N-Swap routing the destination node’s 4 input links receive 
the packets in their full bandwidths in parallel. The average path length of all the 
packets arrived the destination is 1 hop plus the average of each packet’s the shortest 
path length. 

Proof. Using the swap selection packets reach SX- or SY-axis through the shortest 
path in the phase 1. In the phase 2, packets advance to XD or YD through the shortest 
path. The node XD has two input links for two input links of the node D and the node 
YD has two input links for the other two input links of the node D. The destination 
node D’s 4 input links are capable to consume both every two packets from XD and 
every two packets from YD. Thus the N-Swap routing utilizes the full bandwidths of 
the destination’s 4 input links. Since a half of packets arrives at the destination took 2 
hops more than its shortest path in the phase 3, a packet takes the length of its shortest 
path plus 1 hop, on average, to arrive at the destination. 

XDest YDest   SX  SY
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Fig. 8. N-Swap Routing Algorithm 

Previous works employed multiqueue or bypass buffer to store blocked packets not 
to block other flow of packets[7][8]. To prevent starvation packets in the bypass 
buffer gets higher priority than those in the input buffer. Bypass buffer is installed as 
one central multiqueue as in [7] or as distributed single buffers for each direction as in 
[8]. One linear central queue was adopted and its capacity is four packets, in this pa-
per, the same multiqueue capacity in [7]. If a switch designer determine input buffers 
with its capacity of multiple packets, the packet at the top of FIFO queue(buffer) 
should change its entry bit and the swap bit. 

IF the packet’s current coordinates (X, Y) are equal to (XDest, YDest) 
EXIT the algorithm. 

ENDIF 
CASE of SX and SY; 

00: /* The packet is making a curve to the destination */ 
Insert the packet to the queue of link toward the node D. 

01: /* The packet is heading to YD */ 
IF the packet’s current coordinates (X, Y) are equal to (XDest, YDest–1) 

THEN change the control bit to 00, and CALL SelectLink. 
ELSE Insert the packet to the queue of link toward the node YD. 

ENDIF 
10: /* The packet is heading to XD */ 

IF the packet’s current coordinates (X,Y) are equal to (XDest–1, YDest) 
THEN change the control bit to 00, and CALL SelectLink. 
ELSE Insert the packet to the queue of link toward the node XD. 

ENDIF 
11: /* The packet has not reached SX- or SY-axis */ 

CALL SelectLink. 
IF the packet’s current Y coordinate is equal to YDest–1; 

IF the packets next Y coordinate is equal to YDest 
THEN change to control bit to 10. 
ELSE change the control bit to 01. 

ENDIF 
ENDIF 
IF the packet’s current X coordinate is equal to XDest–1; 

IF the packets next X coordinate is equal to XDest 
THEN change the control bit to 01. 
ELSE change the control bit to 10. 

ENDIF 
ENDIF 

ENDCASE 
SUB SelectLink 

CASE of the swap bit; 
0: Insert the packet to the queue, of X-dimension link where it entered along Y-

dimension, or of Y-dimension link where it entered along X-dimension. 
1: Insert the packet to the queue, of X-dimension link where it entered along X-

dimension, or of Y-dimension link where it entered along Y-dimension. 
ENDCASE 

ENDSUB 
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4   Performance Evaluation 

4.1   Simulation Model 

The simulations are conducted in a 16x16 2D mesh. A pair of unidirectional links 
connects each pair of neighboring switches, and each switch connects to its local 
processor through four pairs of unidirectional links. Input buffering is assumed, i.e., 
buffers are partitioned into flits and are associated with input links from neighboring 
switches. A flit may contain a predetermined number of bits. The processor generates 
packets (assumed to have 20 flits per packet) at time intervals chosen from an expo-
nential distribution. Packets that are generated from the source processor enter the at-
tached switch are immediately enqueued, and those enter a destination switch are im-
mediately dequeued and arrive at the processor. Every simulation has iterated 100 
times and the average values are obtained. A packet generated at the source node is 
injected at the bottom of an input buffer. Ejection of a packet arrived at its destination 
is also done at the bottom of an input buffer. 

Three cases of hotspot occasion are simulated to evaluate the effect of non-minimal 
paths. Node (8,8), (5,5), and (2,2) are selected as the hotspot nodes, respectively, and 
packets from other nodes will be headed to the hotspot node. Communication latency 
and throughput[15] are the performance metrics of interest in the simulations. Com-
munication latency is measured from the time a packet is generated at the source node 
until the tail flit reaches the destination. Throughput is the average number of packets 
that complete transmission per unit time. The issue rate is defined to be the ratio of 
the number of packets generated during a simulation to the number of nodes in the 
network. 

Three routing methods were evaluated, M-Swap, N-Swap and Chaos[17]. M-Swap 
is a swap routing that takes only minimal path thus misrouting doesn’t occur (Fig. 
3(a)). N-Swap, Non-minimal Swap routing of the Fig. 8, is a swap routing that takes 
minimal or non-minimal paths at the probability of 1/2. Chaos is the most relevant 
router and the recent one. Latencies and throughputs are measured in unit times. 
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(a) Hotspot (8,8)         (b) Hotspot (5,5)                           (c) Hotspot (2,2) 

Fig. 9. Average latencies in 3 locations of the hotspot node 
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      (a) Hotspot (8,8)                     (b) Hotspot (5,5)                           (c) Hotspot (2,2) 

Fig. 10. Average throughputs in 3 locations of the hotspot node 

4.2   Hotspot Traffic 

Traffic patterns may vary by the locations of the hotspot node. Hotspot simulation 
was conducted in three cases. In 16x16 mesh a number of nodes would send their 
packets to one hotspot node. The central node (8,8) is the first hotspot case. In the Fig. 
9(a) the destination hotspot node is surrounded by evenly distributed source nodes 
and the expectations that hotspot packets would come through one of four input links 
would be all the same for each input link. Thus misrouting achieves hardly any 
throughput improvement. For the case the hotspot node locates apart from the center, 
the Fig. 9(b), idle input links should work by misrouting for non-minimal paths and 
non-minimal swap routing performs much better than the minimal one. Chaos per-
forms over M-Swap but under N-Swap. The reasons are two; firstly, the Chaos 
switches the income packet to the first available output link on a profitable path[17]. 
This chaotic link selection achieves high link utilization, however, does not guarantee 
even distribution of income packets for output links. This tendency of unsymmetrical 
link selection makes imbalanced usage between input buffers toward the hotspot 
node. Although misrouting of Chaos relieves the imbalance, however, its misrouting 
is originally not for balanced buffer usage. 

Secondly, misrouting of N-Swap routing is devised for full utilization of all the in-
put links of the destination hotspot node. This implies balanced usage among the 4 in-
put link’s bandwidth thus N-Swap shows lower latency in the Fig. 10(b). As the hot-
spot node is more apart from the center, throughput improvement is more apparent. 
Fig. 10(c) means link utilization with non-minimal paths is more effective on the per-
formance than that with only the minimal paths. 

5   Conclusion 

Hotspot is an inevitable situation for many parallel applications. Various approaches 
were proposed but the routing method to alleviate hotspot problem without extra 
physical links is rare. Without modification of mesh topology a reasonable method is 
fully utilizing all the links of the hotspot node. Non-minimal paths are the way for 
utilizing the idle links. A new routing method that incorporates both profitable routes 
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and misroutes was proposed and approved in the hotspot traffics. In particular this 
routing method does not consider congestion to decide on misrouting. Although not 
presented in this paper, the proposed routing method showed effectiveness also for 
other traffic patterns. 

Every node owns its swap bit. This swap bit enables two output links be in trans-
mitting state continuously, simultaneously enabling two input links be in receiving 
state. A packet come into the switch might go out through either dimensional link 
with the probability of 1/2, which corresponds to one link every hop to the destina-
tion. This property makes the bandwidth of links fully utilized together with minimiz-
ing the buffer occupations until one of the two output links is not available due to the 
topological limitation, i.e., the edge nodes. Fully utilizing the link bandwidth and 
minimizing the buffer occupation should conduce to the maximal utilization of net-
work resources. 

The routing method requires only little addition of hardware and it is relatively 
simple. This merit is very important since most of proposed routing methods was not 
implemented due to their high complexities[11]. In this respect the proposed routing 
method is rather practical. 

As virtual cut-through switching defines fixed packet length, i.e., a fixed number of 
flits, the proposed routing method assumes only a fixed packet length. However the 
proposed routing is able to work with variant packet lengths after appropriate modifi-
cation. Memorizing whether even or odd of flits than that of packets and some adapta-
tion in the flow control may result in such a routing method. 
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Abstract. Load balancing plays an important role in parallel numerical
simulations. To address this problem, some general purpose libraries as
well as a number of more specific approaches have been developed. Many
of them base on vertex exchange operations like the Kerninghan-Lin
heuristic which, due to their sequential nature, are hard to parallelize.
Furthermore, libraries like Metis and Jostle primarily minimize the edge-
cut and cannot obey constraints like connectivity and straight partition
boundaries, which are important for some numerical solvers.

In this paper we present a new approach to address the load bal-
ancing problem. In contrast to existing heuristics, we are able to guar-
antee connectivity and the resulting partitions are usually well shaped.
Furthermore, our experiments indicate that we can outperform the two
parallel state-of-the-art libraries Metis and Jostle also according to the
classic metrics like edge-cut and boundary length. The proposed algo-
rithm thereby contains a high degree of natural parallelism, while its
drawback is the long run-time, especially if the parallelism is not ex-
ploited.

Keywords: Parallel FEM computations, load balancing, graph parti-
tioning, diffusion schemes.

1 Introduction

Finite Element Methods (FEM) are used extensively by engineers to analyze a
variety of physical processes which can be expressed via Partial Differential Equa-
tions (PDE). The domain on which the PDEs have to be solved is discretized
into a mesh, and the PDEs are transformed into a set of equations defined on
the mesh’s elements (see e. g. [4]). These can then be solved by iterative methods
such as onjugate Gradient (CG) and Multigrid. Due to the very large amount of
elements needed to obtain an accurate approximation of the original problem,
this method has become a classical application for parallel computers. The paral-
lelization of numerical simulation algorithms usually follows the Single-Program
Multiple-Data (SPMD) paradigm: Each processor executes the same code on
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a different part of the data. This means that the mesh has to be split into P
sub-domains and each sub-domain is then assigned to one of the P processors.
To minimize the overall computation time, all processors should thereby roughly
contain the same amount of elements. Since iterative solution algorithms per-
form mainly local operations, i. e. data dependencies are defined by the mesh,
the parallel algorithm mainly requires communication at the partition bound-
aries. Hence, these should be as small as possible. The described problem can
be expressed as a graph partitioning problem. The mesh is transformed into
a graph where the vertices represent the computational work on the elements
and the edges their interdependencies. Libraries working on graphs are referred
to as general purpose libraries, since they are not provided with any additional
problem related information.

Depending on the application, some areas of the simulation space require a
higher resolution and therefore more elements. Since the location of these areas
is not known beforehand or can even vary over time, the mesh is refined and
coarsened during the computation. However, this can cause an imbalance be-
tween the processors’ load and therefore delay the simulation. To avoid this, the
distribution of elements needs to be rebalanced. The application is interrupted
and the at this program state static repartitioning problem is solved. To keep
the interruption as short as possible, it is necessary to find a new balanced parti-
tioning with small boundaries quickly, with the additional objective not to cause
too many elements to change their processor. Migrating elements can be an ex-
tremely costly operation since a lot of data has to be sent over communication
links and reinserted into complex data structures. Note, that the re-balancing
problem is similar to the initial balancing problem. Modeling it as a graph, the
difference is that the vertices are already assigned to partitions beforehand and
additional migration costs should be considered.

Due to the complexity of the problem, the large input sizes and the given time
constraints, existing libraries that address the graph (re-)partitioning problem
are based on heuristics. Even if approximation algorithms are applied for some
calculations, the overall computation is still a heuristic, because the influence
between the different components has not been theoretically investigated yet.
State-of-the-art graph partitioning libraries like Metis [8], Jostle [19] or Party [15]
follow the multilevel scheme [6]. Vertices of the graph are contracted according to
a matching and a new level consisting of a smaller graph with a similar structure
is generated. This is repeated, until in the lowest level only a small graph remains.
The partitioning problem is then solved for this small graph and vertices in higher
levels are assigned to partitions according to their representatives in lower levels.
Additionally, a local refinement phase (also called uncoarsening phase) is applied
in every level to further enhance the solution. This process finally leads to a par-
titioning of the original graph. Hence, a multilevel algorithm consists of three
important tasks: A matching algorithm, deciding which vertices are combined in
the next level, a global partitioning algorithm applied in the lowest level (which
can be omitted if the number of vertices meets the number of desired partitions),
and a local refinement algorithm improving the quality of a given partitioning
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by exchanging vertices. Implementations of the latter are usually based on the
Kerninghan-Lin (KL) heuristic [9], while the local refinement algorithm in Party
is derived from theoretical analysis with Helpful-Sets (HS) [7, 15].

To address the load balancing problem during parallel computations, dis-
tributed versions of the libraries Metis and Jostle have been developed. Both
of them apply about the same multilevel techniques as their single processor
version, but some phases of the computation need special attention due to their
sequential nature. As an example, a coloring of the graph’s vertices is used by
the parallel library ParMetis [18] to assure that during the KL refinement no
two neighboring vertices change their partition simultaneously and therefore de-
stroy the consistency of the data structures. In contrast to Metis where vertices
stay on their partition until a new distribution has been computed, the parallel
version of Jostle [20] maps each sub-domain to a single processor and vertices
which migrate do so already during the computation of the repartitioning. Fur-
thermore, Jostle, apart from the edge-cut minimization, seems to incorporate a
shape optimization presented in [21]. However, since the sources are not avail-
able, we can only make assumptions here. Usually, Metis is very fast while Jostle
takes longer but often computes better solutions.

Another, widely applied geometric approach to partition a mesh is based
on Space-Filling curves (see e. g. [12, 22]). The vertices of the graph are sorted
by a certain recursive scheme covering the whole domain. Then, the now linear
array of vertices is split into equal sized parts, each representing a partition. In
contrast to partitioning heuristics, this method only works if vertex coordinates
are present. It has been shown that this method is extremely fast, but problems
arise if the simulation area contains holes [17] since only the provided (sometimes
misleading) geometric information is used and the structural data is ignored.

While the global edge-cut is the classical metric that most graph partitioners
optimize, it is not necessarily the best metric to follow because it does not model
the real communication and runtime costs of FEM computations as described
in [5]. Hence, different metrics have been implemented inside the local refinement
process modeling the real objectives more closely. In [11], the costs emerging from
vertex transfers is taken into consideration while Metis is capable of minimizing
the sub-domain connectivity as well as the number of boundary vertices.

A completely different approach is undertaken in [2]. Since the convergence
rate of the CGBI domain decomposition solver in the PadFEM environment
depends on the geometric shape of a partition, the integrated load balancer
focuses on iteratively optimizing the aspect ratios by applying a bubble like
algorithm. Although different to the multilevel-schemes, this approach still con-
tains a strictly sequential part and suffers from some other difficulties that are
described in more detail in [16]. However, the latter paper introduces an imple-
mentation that eliminates most of these problems by replacing the sequential
growing mechanism of the bubble framework by a few iterations of the first or-
der diffusion scheme (FOS) [3]. This leads to a graph partitioning algorithm that
contains a high degree of parallelism and produces well shaped partitions. How-
ever, it is not clear how many FOS iterations must be performed and since this
number depends on the graph, a wrong choice leads to bad or even no results.
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In this paper we refine the technique from [16] and extend the FOS by adding
absolute draining. The modified version converges and the properties of the con-
verged state are similar to the state that is reached after a few FOS iterations.
Hence, the termination criterion question mentioned above is solved. Further-
more, we demonstrate that the new resulting heuristic can be successfully ap-
plied to repartition meshes in parallel adaptive FEM simulations and surpasses
state-of-the-art load balancing libraries concerning the solution-quality.

The remaining part of this paper is organized as follows. The next Section
briefly recaptures the bubble frame work and the diffusive operations from [16].
In Sec. 3, we describe the modified FOS scheme which we implemented in the
Party/DB library and illustrate some of its properties. Selected results of a com-
parison between the new heuristic and state-of-the-art load balancing libraries
are presented in Sec. 4.

2 DB - A Diffusive Bubble Algorithm

As already mentioned, the DB algorithm [16] is based on the bubble frame-
work [2]. Algorithms within this framework start with an initial, often randomly
chosen vertex (seed) per partition, and all sub-domains are then grown simulta-
neously in a breadth-first manner. Colliding parts form a common border and
keep on growing along this border – “just like soap bubbles”. After the whole
mesh has been covered and all vertices of the graph have been assigned this
way, each component computes its new center that acts as the seed in the next
iteration. This is usually repeated until a stable state, where the movement of
all seeds is small enough, is reached. This procedure is based on the observation
that within “perfect” bubbles, the center and the seed vertex coincide.

In the DB algorithm, the growth process is implemented via a small number
of FOS iterations. Note, that diffusion in graphs has been studied very well
because it can be applied to solve load balancing problems in various scenarios
(e. g. [1, 3]). The main idea behind applying it in a graph partitioning heuristic is
the fact that load primarily diffuses into densely connected regions of the graph
rather than into sparsely connected ones. Following this observation one can
expect to identify sets of vertices that possess a high number of internal and a
small number of external edges.

Independently for each partition, we place load on some (so called source
vertices) of the graph and run a few FOS iterations. Then, we assign the vertices
to that partition they have obtained most load from. Hence, a partition can crowd
others out of parts of the graph if it itself already contains a higher load nearby.
These dynamical movements are addressed by the bubble framework. During its
iterations, the seeds from which the diffusion process is initiated are rearranged
such that they are finally well distributed over the graph and are preferably
placed within a densely connected region. Two different operations cause this
movement. The first one, called contraction, chooses a single vertex in the center
of each partition containing the maximal load of the according color. This vertex
becomes the new seed (or single source) for the next iteration. However, since
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only a few FOS iterations are performed, this will be very likely the same vertex
that initiated the diffusion process in the previous iteration. Hence, no movement
would occur. Therefore, a second operation called consolidation is introduced.
In contrast to the contraction, not a single vertex is assigned as new seed but
the whole partition is used as source. Since more vertices are within the dense
regions of the graph, this operation will direct the partition toward its desired
position and also insures that in the following loops a different vertex contains
the maximum load, as long as the final state has not been reached. The resulting
algorithm is sketched in Fig. 1. As with all other bubble implementations, some
difficulties arise establishing the balance of the partitioning. However, adjusting
the total load of each color (either placed on a single vertex or equally distributed
on the partition) provides a handy method to address this problem [16].

00 Algorithm DB(G, t, s)
01 in each iteration t
02 if t = 1
03 determine-seeds(G)
04 else
05 parallel for each partition p
06 place-load-on-seeds(G, p)
07 load-diffusion(G, p)
08 contraction(G)
09 in each loop s
10 parallel for each partition p
11 place-load-on-parts(G, p)
12 load-diffusion(G, p)
13 π = consolidation(G)
14 return π

Fig. 1. Sketch of the DB algorithm

The drawback of the described im-
plementation is the difficulty in de-
termining the number of FOS itera-
tions to be performed. If too many
iterations are executed, the load dif-
fuses to far into the graph and the
load differences between the different
kinds of load on the vertices vanish.
Hence, it becomes difficult to assign
the vertices to the partitions. On the
other hand, too little iterations inhibit
partition interaction. Therefore, very
little or even no movement will oc-
cur. As a solution, the right number
of FOS iterations must be determined,
but because this number depends on
the graph properties as well as the
current partitioning, and experiments
show that the range of “good selec-
tions” is rather small, this number is
difficult to obtain.

The solution presented here applies an alternative diffusion scheme. This
scheme must provide similar information than the state after some iterations
of the FOS. First, load must diffuse faster into densely connected regions of
the graph, which is important for the movement. Second, in order to guarantee
connectivity, vertices must obtain more load the closer they are to the load
originating vertices. Hence, we want to construct a scheme that converges toward
such solutions.

3 A New Diffusion Scheme with Absolute Draining

In this Section, we introduce an new diffusion scheme. This scheme also con-
verges, but in contrast to the original FOS, not toward the completely balanced
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Fig. 2. FOS/A on the 100×100 Grid. L = |V | load is initially placed on vertex (50,50)
and δA = 0.001. The plot shows Δ, its difference |Δi − Δi−1| between two iterations
and the maximal change of the load on a vertex maxv(|liv − li−1

v |)

load situation. It is disturbed such that the converged solution has similar prop-
erties as the state after some FOS iterations which is described in the last Section.
The disturbance is realized by decreasing the load on each vertex by an absolute
value δA. Note, that if a vertex contains less load than δA, only the existing
load will be subtracted, and therefore load values are still non-negative. To keep
the total load amount in the system constant, all subtracted load will be added
equally to the set of source vertices S ⊆ V . Recall, that for each partition this set
contains either the single seed vertex or all its vertices. Formally, the proposed
scheme can be described as follows.

Definition 1 (FOS/A). Let G = (V, E) be a connected graph and S ⊆ V
be the chosen set of source vertices. The entries of the vector s are either set
to sv = 1/|S|, if v ∈ S, or 0 otherwise. Let δA ≥ 0 be the absolute drain
constant and L > 0 the total load in the system. Furthermore, set α(u,v) =
1 + max {deg(u), deg(v)} for each edge e = (u, v) in G. In iteration i, let liv
denote the load on vertex v and f i

e the flow over edge e. Initially, set l0 = 0 and
Δ0 = L. Then, the iteration scheme FOS/A performs in each iteration i the
following computations:

f i
e=(u,v) =

1
αe
·
(
liu − liv

)
(1)

ti+1
v = liv −

∑
e=(v,∗)

f i
e + svΔi (2)

di+1
v = min

(
ti+1
v , δA

)
(3)
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li+1
v = ti+1

v − di+1
v (4)

Δi+1 =
∑
v∈V

di+1
v (5)

Initially, all load is placed on the source vertices. During the first iterations,
this load diffuses into the graph, similar to the original FOS scheme, because
the subtracted load compared to the load amount on a vertex is relatively small.
Since the load spreads into the graph, more and more vertices acquire load and
therefore Δ increases. At some point however, all load of the furthest vertices
is subtracted and sent back to the source, such that no load on these vertices
remains. Hence, the spreading slows down and eventually stops. Fig. 2 shows
some important variables of a sample experiment. We can see that during the first
iterations, Δ increases quickly, but the increase slows down such that |Δi−Δi−1|
becomes finally zero. Consequently, the flow over the edges has reached a stable
state and therefore also the load on each vertex does not change anymore.

4 Experiments

This Section describes our experiments with the Party/DB library. In this library
we have implemented the DB algorithm from [16] and replaced the original
growing mechanism by the proposed FOS/A diffusion scheme.

Unfortunately, in contrast to the graph partitioning problem, there are no
load balancing benchmarks available to the public. This might be due to the
number of involved components that are needed to run numerical simulations
and that are often very problem specific. In order to run comprehensible tests, We
have created a set of benchmark instances as described in [10] which are available
via [13]. While a graph partitioning benchmark only consists out of a single
graph, the evaluation of load balancing heuristics requires a sequence of them.
This sequence reflects the changes of the mesh caused by the refinement and
coarsening procedure and each graph, also called frame, reflects the static mesh at
that point when the load balancing algorithm is started. All benchmarks contain
101 frames, each consisting of around 15000 triangles. Though the instances are
quite small, important observations can already be made while we are still able
to include some examples in this paper. However, due to the space limitations, we
have to restrict our presentation to three instances. Furthermore, we decided to
only include the results of 12 partitionings since we have seen that other partition
numbers lead to very similar results. The same holds for tests with 3-dimensional
meshes created with the modified version of the padfem2 environment. Although
we know that different vertex orderings can influence the results [14], we only
perform one computation per benchmark due to time restrictions.

In the experiments, we compare our implementation to the parallel libraries
of Metis (version 3.1) and Jostle (version 3.0). Both offer a large number of
options. For the presented evaluation, we chose the recommended values from
their manual, respectively, and left the remaining parameters at their default.
This means that Metis operates with an itr value of 1000.0 and Jostle uses
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Fig. 3. Frames 0, 49, 50, 51 and 100 of the ’heat’ benchmark

the options threshold = 20, matching = local, imbalance = 3. Note, that Jostle
seems to ignore the imbalance setting and computes totally balanced partitions,
except for the initial solution where the sequential versions of the libraries are
applied. The Party/DB library is invoked with δA = |V |1/2 and L = |V |, which is
automatically doubled in case of an empty vertex stay after the diffusion process.

To measure the quality of a partitioning, a number of metrics are possible.
The traditional one is the edge-cut, that is the number of edges between different
partitions, but it is known that this usually does not model the real costs [5].
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Fig. 4. Results of all 101 frames of the ’heat’ benchmark for Metis (blue triangles),
Jostle (red squares) and Party/DB (green pentagons)

Depending on the application, some of the metrics might be more important
than others, and more information is provided if we list them separately. The
metrics included in out tests can be described as follows: External edges: Number
of edges that are incident to exactly one vertex of partition p. Boundary vertices:
Number of vertices of partition p that are adjacent to at least one vertex from a
different partition. Send volume: The amount of outgoing information is the sum
of the adjacent partitions different to p that each vertex residing inside partition
p has. Receive volume: The amount of incoming information is the number of
vertices of partitions different to p adjacent to at least one vertex of partition p.
Diameter: The longest shortest path between two vertices of the same partition.
Infinity, if the partition is not connected. Outgoing migration: Number of vertices



272 S. Schamberger

Fig. 5. Frames 0, 49, 50, 51 and 100 of the ’slowtric’ benchmark

that have to be migrated to a different partition. Incoming migration: Number
of vertices that have to be migrated from a different partition. Furthermore, the
quality of a partitioning depends on its balance. A less balanced solution does
not necessarily cause problems during the computation, but of course allows
other metrics to improve further and makes comparisons less meaningful. Please
note that we have omitted the run-times since the Party/DB library is some
magnitudes slower then its competitors.
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Fig. 6. Results of all 101 frames of the ’slowtric’ benchmark for Metis (blue triangles),
Jostle (red squares) and Party/DB (green pentagons)

In addition, for the listed metrics we consider three different norms. Given
the values x1, . . . , xP , the norms are defined as follows: l1(X) := x1 + . . . + xP ,
l2(X) := (x2

1+ · · ·+x2
P )1/2 and l∞(X) := maxi=1..P xi. The l1-norm (summation

norm) is a global norm. The global edge cut belongs into this category (it equals
half the external edges in this norm). In contrast to the l1-norm, the l∞-norm
(maximum norm) is a local norm only considering the worst value. This norm is
favorable if synchronized processes are involved. The l2-norm (Euclidean norm)
lays in between the l1 and the l∞-norm and reflects the global situation as well
as local peaks. However, due to space limitations, we omit the l2-norm here and
also combine some of the metrics.



274 S. Schamberger

Fig. 7. Frames 0, 49, 50, 51 and 100 of the ’bubbles’ benchmark

The first example is derived from a heat simulation on a square cooker with
four plates. Fig.3 shows some frames of the mesh and the computed partitions,
respectively. At the beginning, the area around the upper left plate is refined
more deeply. This changes over the simulation time toward the lower right plate
as indicated in the left column. The solutions of Metis are shown in the middle
left column. While the initial solution looks acceptable, there seem to be some
problems in later balancing steps. A closer look to e. g. frame 50 reveals that
one partition is degenerated into three parts, one of them only consisting out of
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Fig. 8. Results of all 101 frames of the ’bubbles’ benchmark for Metis (blue triangles),
Jostle (red squares) and Party/DB (green pentagons)

two vertices. Metis applies a local exchange heuristic that usually takes care of a
few isolated vertices and assigns them to adjacent partitions. However, we guess
that this problem is related to the parallelization of the exchange procedure.
The distributions calculated with Jostle (middle right) are usually of a better
shape, though partitions are sometimes disconnected. Party/DB guarantees con-
nectivity, but shows a few balancing problems in this benchmark, which becomes
clearer in Fig. 4 which shows the recorded metrics. The left column contains the
data according to the l1-norm while on the right side the l∞-norm has been
applied. The first row contains the balance, displayed as the maximal size of
a partition. The next four rows contain the edge-cut, the number of boundary
vertices, the communication volume (send and receive volumes are added) and
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the partition diameter. One can see that the values of the solutions computed
by Metis are higher than those for the partitionings obtained with Jostle or
Party/DB. This is a general observation and holds for all of our benchmark sets.
Looking at the diameter, Jostle and especially Metis compute sometimes dis-
connected domains. The last row displays the migration (outgoing and incoming
elements are added). Here, Metis seems to follow a different strategy than the
two other libraries, moving either very little or a huge amount of data while the
migration volume of Jostle and Party/DB is more constant over the frames.

Fig. 5 shows some frames of the ’slowtric’ benchmark. Here, the mesh is gen-
erated according to three circles rotating around the center of the squared sim-
ulation area. The circle sizes differ and due to a similar attractor placed in each
of the circles, the area around the smaller circles is refined more. The resulting
12 partitionings are better shaped if using Jostle or Party/DB than if applying
Metis. Applying Metis, partitions are often thin or contain long extensions into
their neighbors, which both increases the boundary length and communication
volumes as well as deteriorates the partition shapes. When looking at the par-
tition movement, it is interesting too see that domains in deeply refined areas
(e. g. around the smallest circle) try to follow these locations. This property is
even more distinct in the solutions obtained with Party/DB (right). Further-
more, the latter library finds the best solutions concerning the classic metrics,
computes straighter boundaries and also guarantees connected domains. Fig.6
displays the numerical data.

The last benchmark presented in Fig. 7 is as well created by moving some
circles over the squared simulation area. In contrast to the last experiment how-
ever, the movement in the ’bubbles’ instance is not continuous, but the refined
areas disappear on the upper edge of the simulation space and reappear on the
lower one. Also, the attractors are not placed in the circle centers but closer to
the lower side. The idea is to simulate a higher computational complexity caused
by some turbulences. Although the discontinuous movements will very unlikely
appear in real world applications, it is a good example for a fast changing mesh.
The numerical results shown in figure 8 are similar to the previous two experi-
ments and the evaluation of this as well as of the remaining examples that can
be found in [13] is left to the reader.

5 Conclusion and Future Work

In this paper, we have introduced a new heuristic to balance load in parallel
adaptive FEM computations. Replacing a former implementation, the proposed
diffusion scheme FOS/A increases the reliability of the growing algorithm in the
bubble framework. Integrated into the prototypic library Party/DB, the latter
computes solutions that outperform those obtained with Jostle and especially
Metis concerning all considered metrics. However, since the run-time of the cur-
rent version is indiscussable high it is not applicable in practice. Nevertheless,
due to the obtained solution qualities, we think that further investigations are
justified. Besides the parallelization, the run-time could be further reduced, e. g.
by adopting the multilevel paradigm or applying a faster diffusion scheme.
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Abstract. The Data Grid enables the sharing, selection, and connection of a 
wide variety of geographically distributed computational and storage resources 
for solving large-scale data intensive scientific applications. Such technology 
efficiently manage and transfer terabytes or even petabytes of data for data-
intensive, high-performance computing applications in wide-area, distributed 
computing environments. Replica selection process allows an application to 
choose a replica from replica catalog, based on its performance and data access 
features. In this paper, we build a Grid environment based on three existing PC 
Cluster environments and perform performance analysis of data transfers using 
GridFTP protocol over these systems. In addition, based on experimental 
results, it is proposed a cost model to pick the best replica, in real and dynamic 
network situations.  

Keywords: Grid computing, Data Grid, Replica selection, Globus, GridFTP. 

1   Introduction 

Grid computing is utilization of many computers’ resources in a network to a single 
problem at the same time - usually to a scientific or technical problem that requires a 
great number of computer processing cycles or access to large amounts of data. A 
Grid computing environment provides a platform for scientific applications and 
physical experiments. A Grid is a large-scale virtual organization which resources are 
shared in order to solve problems [4, 7, 9, 10, 11 12]. Grid computing is distributed 
computing taken to the next evolutionary level. The goal is to create the vision of 
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large and powerful self-managing virtual computer, which is a huge collection of 
connected heterogeneous systems. The emerging mechanism is resources sharing 
through the availability of high bandwidth network. The “computational Grid” is a 
term used to provider the users a better performance, especially in terms of speed and 
throughput. The term “Data Grid” aggregate distributed resources to produce results 
for large size problems. Most of these Data Grid applications are executed 
simultaneously and access a large number of shared data files in Grid. 

In certain data intensive scientific applications, such as high-energy physics, 
bioinformatics applications and astrophysical virtual observatory, we confront with 
huge amount of data. A Data Grid provides two essential basic services, which are a 
secure, reliable, efficient data transport protocol and replica management [2]. The 
high-speed transport protocol, GridFTP, extends the popular FTP protocol with some 
new features required for Data Grid applications, such as partial file transfer and 
third-party transfer [5]. The replica management service take advantage of replica 
catalog with GridFTP transfer to provide for the creation, registration, location and 
management of data replicas [1]. 

In this paper, we build a Grid environment based on three existing PC Cluster 
environments and perform performance analysis of data transfers using GridFTP 
protocol over these systems. In addition, based on experimental results, it is proposed 
a cost model to pick the best replica, in real and dynamic network situations. In this 
paper, we propose a cost model according to the three significant parameters: network 
bandwidth, CPU load and I/O state. Although the network situation is constantly 
changing and the storage equipments are busy or idle, we can use our cost model to 
determine the best replica immediately. The replica selection can be conducted 
accurately because our cost model is based on the system monitoring information that 
update continuously. 

2   Background Review 

2.1   Globus Toolkit 

The Globus Project [10, 11, 12] provides software tools that make it easier to build 
computational Grids and Grid-based applications. These tools are collectively called 
The Globus Toolkit. The Globus Toolkit is used by many organizations to build 
computational Grids that can support their applications. The composition of the 
Globus Toolkit can be pictured as three pillars: Resource Management, Information 
Services, and Data Management. Each pillar represents a primary component of the 
Globus Toolkit and makes use of a common foundation of security. GRAM 
implements a resource management protocol, MDS implements an information 
services protocol, and GridFTP implements a data transfer protocol. They all use the 
GSI security protocol at the connection layer [8, 11, 12, 13]. 

2.2   NWS 

The Network Weather Service (NWS) [16] is a generalized and distributed 
monitoring system for producing short-term performance forecasts based on historical 
performance measurements. The goal of the system is to dynamically characterize and 
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forecast the performance deliverable at the application level from a set of network and 
computational resources. It is composed of three component processes: 

− nws_nameserver: implements a naming and discovery service used to manage a 
system of nws_sensor and nws_memory, 

− nws_memory: provides persistent storage for the measurement data collected by the 
NWS deployment, 

− nws_sensor: gathers performance measurements from a specified resource and 
communicates it to a set of nws_memory specified on the command line. 

A typical installation would involve one nws_nameserver, one or more 
nws_memory (which may reside on different machines), and a nws_sensor running on 
each machine for which resources are to be monitored. The system includes sensors 
for end-to-end TCP/IP performance (bandwidth and latency), available CPU 
percentage, and available non-paged memory.  

2.3   Sysstat Utilities 

The Sysstat [15] utilities are a collection of performance monitoring tools for Linux 
OS, which sysstat package contains the sar, mpstat, and iostat commands. The sar 
command collects and reports system activity information. This information can also 
be saved in a system activity file for future inspection. The iostat command reports 
CPU statistics and I/O statistics for tty devices and disks. The statistics reported by 
sar concern I/O transfer rates, paging activity, process-related activities, interrupts, 
network activity, memory and swap space utilization, CPU utilization, kernel 
activities, and tty statistics, among others. Both uniprocessor (UP) and Symmetric 
multiprocessor (SMP) machines are fully supported. 

3   Replica Selection 

3.1   Replica Selection Scenario 

The system established in this research used the following architecture. Figure 1 
shows our proposed replica selection model, to show how a client identifies the best 
location for a desired replica transfer. 

At first, the client login at the site local site and execute parallel applications in the 
Data Grid platform. This application checks the files are located in local site or not. If 
they are present at the local site, the application accesses them immediately. 
Otherwise, the application passes the logical file names to replica catalog server, 
which returns a list of physical locations for all registered copies. The application 
passes this list of replica locations to a replica selection server, which identifies the 
destination locations of storage system for all candidate data transfer operations.  

The replica selection server sends the possible destination locations to information 
server, which provides the performance of measurements and predictions of three 
system factors, as described in next section. According to these estimates, the replica 
selection server chooses the best replica location and returns location information to 
the parallel application, which receives the replica through GridFTP. Once finished 
the application’s computation, the application returns the results to user. 
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Fig. 1. Replica selection scenario 

3.2   System Factors 

We propose a replication selection model for Data Grid environments. In this 
environment, we can treat a biological database as a replica of Data Grid. When we 
execute large-scale data intensive applications in these environments, a site has both 
data stores and computational capabilities. To determine the best database from many 
of same replications is a significant problem. In our model, we consider three system 
factors that affect the replica selection: 

− Network bandwidth: Network bandwidth is one of the most significant factors in 
Data Grid, since the size of a data file in Data Grid environment is usually very 
large. In other words, the data file transfer time is tightly dependent on network 
bandwidth situations. Because network bandwidth is unstable and dynamic factor, 
we should often measure and predict it as most accurate as possible. NWS 
(Network Weather Service) is a powerful toolkit for such purpose, 

− CPU load: a Grid platform consists of a number of heterogeneous systems, built 
with different system architectures, e.g., cluster platforms, supercomputers, PCs. 
CPU load is a dynamic system factor, and if the CPU load of a system is heavy, it 
will certainly affect the data file download process from this site. The measurement 
of CPU status is done through the Globus Toolkit / MDS, 

− I/O state: Data Grid nodes consist of different heterogeneous storage systems. The 
size of data in Data Grid is huge. If I/O state of the site that we would like to 
download file from is very busy, it will directly affect the data transfer 
performance. We measure the I/O state using sysstat utilities. 

3.3   Replica Selection Cost Model 

The target function of a cost model for distributed and replicated data storage is the 
score of information from information service. We listed different influencing factors 
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for our cost model in the previous section. However, we have to express these factors 
within a mathematical notation for further analysis. We assume node I is the local site 
which the user or application is logged in, while node j possesses the replica which 
the user or application wanted. The seven system parameters in our replica selection 
cost model are: 

− 
jiScore − : The score high or low represents the user or application acquiring the 

replica effectively or not is from node I to node j, 
− BW

jiP−
: The percentage of bandwidth from node I to node j. In other words, the 

current bandwidth divided the highest theoretical bandwidth, 
− BWW : The weight of the network bandwidth defined by the administrator of the 

Data Grid, 
− CPU

jP : The percentage of CPU idles of node j, 

− CPUW : The weight of the CPU load defined by the administrator of the Data Grid, 
− OI

jP / : The percentage of I/O idles of node j, 

− OIW / : The weight of the I/O state defined by the administrator of the Data Grid, 

According to the given three system factors, we define the following general 
formula as: 

OIOI
j

CPUCPU
j

BWBW
jiji WPWPWPScore // ⋅+⋅+⋅= −−         (1) 

In this formula, three influencing factors: BWW , CPUW , and OIW / , described as the 
weights of network bandwidth, CPU, and I/O. These weights can be determined by 
the administrator of the Data Grid organization. According to different attributes of 
storage systems in Data Grid nodes, administrator can decide for different weights, 
because some storage equipment does not affect CPU load. After several 
experimental measurements, we consider that network bandwidth is the most 
significant factor, influencing directly the data transfer time. When we perform data 
transfer using GridFTP protocol, we discover that the CPU and I/O statuses slightly 
affect the performance of data transfer. In our Data Grid environment, we define the 
values as 80%, 10%, and 10%, respectively. 

4   Experimental Environments and Results 

In this section, there are experimental results using GridFTP protocol. First, we 
measure and compare the FTP with GridFTP, as their file transfer time. Secondly, we 
focused in the parallel data transfer in this paper, measuring and comparing the 
GridFTP with 1, 2, 4, 8 and 16 TCP streams of file transfer time. 

The Data Grid testbed consisting of three Linux PC clusters is built as: 

− THU site: four PCs with dual AMD AthlonMP 2.0GHz processors, 1GB DDR 
memory, 60GB HD, 1Gbps network bandwidth, 

− Li-Zen site: four PCs with Intel Celeron 900MHz processor, 256MB DDR 
memory, 10GB HD, 30 Mbps network bandwidth, 

− HIT site: four PCs with Intel P4 2.8GHz processors, 512MB DDR memory, 80GB 
HD, 1Gbps network bandwidth. 
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Figure 2 shows the hardware and network configuration of our Data Grid testbed.  
The THU site is located in Tunghai University, Taichung City; Li-Zen site is located 
at Li-Zen High School, Taichung County, while HIT site is located in Hsiuping 
Institute of Technology, Taichung County, all in Taiwan. 

 

Fig. 2. Our Data Grid testbed 

4.1   FTP Versus GridFTP 

The Globus Project surveyed available protocols and technologies, implemented some 
prototypes, and settled on using FTP and its existing extensions as a base, and then 
extending it again to add missing required functionality. The Globus alliance propose 
a common data transfer and access protocol named GridFTP that provides secure, 
efficient data movement in Grid environments. This protocol, which extends the 
standard FTP protocol, provides a superset of the features offered by the various Grid 
storage systems currently in use. 

In Grid environments, access to distributed data is typically as important as access 
to distributed computational resources. Distributed scientific and engineering 
applications require transfers of large amounts of data between storage systems, and 
access to large amounts of data by many geographically distributed applications and 
users for analyzing and visualization. We note that GridFTP protocol is extended 
from FTP protocol, and suitable for Grid environments. Figure 3 shows the 
performance of FTP and GridFTP by transferring four different file sizes. We 
transferred these files (256, 512, 1024 and 2048 megabytes) from THU site alpha01 to 
HIT site gridhit3 in our first experiment. 

4.2   GridFTP with Parallel Data Transfer 

Using multiple TCP streams can improve aggregate bandwidth over using a single 
TCP stream in WAN environments. We apply this feature of GridFTP protocol to 
transfer different sizes files in Data Grid environments. GridFTP (as well as normal 
FTP) defines multiple wire protocols, or MODES, for the data channel. Most normal 
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FTP servers only implement stream mode, i.e., the bytes flow in order over a single 
TCP connection. GridFTP defaults to this mode so that it is compatible with normal 
FTP servers. 

 

FTP versus GridFTP
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Fig. 3. FTP versus GridFTP 

However, GridFTP has another mode, called Extended Block Mode, or MODE E. 
This mode sends the data over the data channel in blocks. Each block consists of 8 
bits of flags, a 64 bit integer indicating the offset from the start of the transfer, and a 
64 bit integer indicating the length of the block in bytes, followed by a payload of 
length bytes. Because the offset and length are provided, out of order arrival is 
acceptable, i.e., the 10th block could arrive before the 9th because you know explicitly 
where it belongs. This allows us to use multiple TCP channels. If you use the 
parallelism option, globus-url-copy automatically puts the servers into MODE E. 
Note that parallel data transfer with one TCP stream is not the same as no parallel 
data transfer at all. Both will use a single stream, but the default will use stream mode 
and the parallel data transfer with one TCP stream will use mode E [12]. 

GridFTP with Parallel Data Transfer
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Fig. 4. GridFTP with parallel data transfer 

The parallelism option is used by the source data note to control how many parallel 
data connections may be established to each destination data node. Figure 4 shows the 
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performance of GridFTP transferring 256, 512, 1024 and 2048 megabytes files with 1, 
2, 4, 8 and 16 TCP streams from THU site alpha02 to Li-Zen site lz04. According to 
the experiment result, we observed that parallel data transfer technique showed better 
performance for larger file sizes. Parallel data transfer really improves aggregate 
bandwidth, with the establishment of multiple data channels. 

4.3   Replica Selection Cost Model 

According to the replica selection scenario in 3.1, a user logins the local site THU site 
alpha1, and specifies the characteristics of the desired data and passes this attribute 
description to replica catalog server. The replica catalog server queries its database 
and produces a list of logical files that contain data with the specified characteristics. 
The replica catalog server returns the information of physical locations for all 
registered replicas of the desired logical files. In this experiment, there is only one 
logical file, file-a, conform to user’s request, and the size of file-a is 1024 megabytes.  

Table 1. The value of replica selection cost model and file transfer time 

alpha1 Alpha4 hit0 lz02 
BW

jiP−
 88.25 29.09 20.91 

CPU
jP  98.67 99.56 98.33 

OI
jP /  2.88 100.00 3.78 

Replica Selection Cost model 80.76 43.228 26.939 
Practical Data transfer time 101.9 128.09 164.99 

  
(a)     (b) 

Fig. 5. GUI of replica selection cost model program 
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Next, the user passes this list of replica locations to the replica selection server, 
which identifies the destination storage system locations for all candidate data transfer 
operations. There are three replicas mapping to the logical file file-a. These three 
replicas are individually located at different sites, alpha4, hit0, and lz02. The replica 
selection server sends the candidate destination locations to the information server 
[17], which provide the three system factors mentioned in 3.2. Based on the replica 
cost model referred in 3.3, the replica selection server chooses the best replica and 
transfers it to the local site alpha1 by GridFTP. Table 1 shows the values of system 
factors and the scores of the replica selection cost model, and the physical file transfer 
time. According to discussions given in 3.3, we implemented a replica selection cost 
model computer program. We also executed the program in our Data Grid testbed. 
Because the program is developed using Java programming language, we can execute 
it in any computing platform with JVM. Fig. 5(a) shows costs that are calculated 
based on the three system factors (the percentage of CPU idle, I/O idle and bandwidth 
from other sites) to alpha1. Figure 5(b) displays the average value based on the 
selected time scale, which is adjustable on the top scroll bar. We also can get the sort 
list of the costs by clicking the “Cost” button. 

5   Conclusions and Future Work 

In this paper, we have presented the design and implementation of two fundamental 
services. The GridFTP protocol was extended from FTP protocol, and it provides 
beneficial features. In this research paper, we focused in parallel data transfer issues. 
After measuring the performance of GridFTP with parallel data transfer feature, we 
confirm that such technology improves data transfer. After measuring the 
performance of FTP and GridFTP with four different file sizes, we could observe that 
even file size is 2 gigabytes; the data transfer time is similar. However, we measured 
the performance of GridFTP with 1, 2, 4, 8 and 16 TCP streams. We are sure that the 
parallel data transfer technology efficiently saves data transfer time. After calculating 
the score of replica selection cost model, we can sort a list of replicas from the most 
efficient replica to worst one. Therefore, our cost model can provide users or 
applications the best choice mechanism for replica selection. 

As future work, there are three investigations will be carried out from this research. 
First, although we have employed the parallel data transfer feature to improve the 
performance of data transfer, there is another striped data transfer feature that can 
improve aggregate bandwidth. Second, we will consider how to determine the system 
factors weight and refer to more system factors in the replica selection cost model. 
Third and last one, we will extend our Data Grid testbed for analyzing the 
performance of replica selection in a dynamic and larger number of sites environment. 
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Abstract. Inference of phylogenetic trees comprising hundreds or even
thousands of organisms based on the Maximum Likelihood (ML) method
is computationally extremely intensive. In order to accelerate computa-
tions we implemented RAxML-OMP, an efficient OpenMP-parallelization
for Symmetric Multi-Processing machines (SMPs) based on the sequen-
tial program RAxML-V (Randomized Axelerated Maximum Likelihood).
RAxML-V is a program for inference of evolutionary trees based upon
the ML method and incorporates several advanced search algorithms
like fast hill-climbing and simulated annealing. We assess performance
of RAxML-OMP on the widely used Intel Xeon, Intel Itanium, and
AMD Opteron architectures. RAxML-OMP scales particularly well on
the AMD Opteron architecture and achieves even super-linear speedups
for large datasets (with a length ≥ 5.000 base pairs) due to improved
cache-efficiency and data locality. RAxML-OMP is freely available as
open source code.

1 Introduction

Phylogenetic (evolutionary) trees are used to represent the evolutionary history
of a set of n organisms which are often also called taxa within this context.
A multiple alignment of a—in a biological context—suitable small region of
their DNA or protein sequences can be used as input for the computation of
phylogenetic trees. Note, that a high-quality multiple alignment of the organisms
is a necessary prerequisite to conduct a phylogenetic analysis: The quality of the
evolutionary tree can only be as good as the quality of the multiple alignment!
Other computational approaches to phylogenetics also use gene order data [24].

In a computational context phylogenetic trees are usually strictly bifurcat-
ing (binary) unrooted trees. The organisms of the alignment are located at the
tips (leaves) of such a tree whereas the inner nodes represent extinct common
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Fig. 1. Phylogenetic tree representing the evolutionary relationship between monkeys
and the homo sapiens

ancestors. The branches of the tree represent the time which was required for
the mutation of one species into another—new—one. An example for the evolu-
tionary tree of the monkeys and the homo sapiens is provided in Figure 1. Note,
that the tree need not be the model of evolution. Therefore, approaches using
phylogenetic networks are becoming more popular recently [8].

The inference of phylogenies with computational methods has many impor-
tant applications in medical and biological research, such as e.g. drug discovery
and conservation biology. A paper by D. Bader et al [1] addresses potential in-
dustrial applications of evolutionary tree inference and contains numerous useful
references to important biological results obtained via phylogenetic analysis.

Due to the rapid growth of available sequence data over the last years and
the constant improvement of multiple alignment methods it has now become
feasible to compute very large trees which comprise more than 1.000 organisms.
The computation of the tree-of-life containing representatives of all living beings
on earth is considered to be one of the grand challenges in Bioinformatics.

The most fundamental algorithmic problem computational phylogeny faces
consists in the immense amount of potential alternative tree topologies. This
number grows exponentially with the number of sequences n, e.g. for n = 50
organisms there already exist 2.84 ∗ 1076 alternative topologies; a number al-
most as large as the number of atoms in the universe (≈ 1080). Thus, given
some—biologically meaningful—optimality criterion for evaluating all alterna-
tive configurations (topologies) in order to search for the best tree, one can
quickly assume that the problem might be NP-hard. In fact, this has already
been demonstrated for the general version of the perfect phylogeny problem [3]
and maximum parsimony (MP) [4]. The maximum likelihood (ML) criterion [5]
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is also believed to be NP-hard, though this could not be demonstrated so far
because of the significantly superior mathematical complexity of the model. Due
to the large amount of alternative trees, intelligent search space heuristics have
to be deployed for ML-based phylogenetic inference. Another important aspect
for the design of such heuristics consists in the very high degree of accuracy (dif-
ference to the score of the optimal or best-known solution) which is required to
obtain reasonable biological as well as topologically closely related results. While
an accuracy of 90% is considered to be a “good” value for heuristics designed
to solve other NP-hard optimization problems, e.g. the traveling salesman prob-
lem, recent results [29] suggest that phylogenetic analyses require an accuracy
≥ 99.99%, in particular for large trees. This observation yields the whole field
more difficult and challenging.

When comparing the various optimality criteria which have been devised for
phylogenetic trees one can observe a trade-off between speed and quality. This
means that a phylogenetic analysis conducted with an elaborate model such
as maximum likelihood requires significantly more computation time but yields
trees with superior accuracy than e.g. neighbor joining [6] (NJ) or MP [7] [28].
However, due to the higher accuracy it is desirable to infer large and complex
trees with maximum likelihood or closely related Bayesian methods.

Within this context it is important to note that the design of maximum like-
lihood programs is primarily an algorithmic discipline, due to the gigantesque
number of alternative tree topologies and the high computational cost of the
likelihood function. Thus, progress in the field has mainly been attained via algo-
rithmic improvements rather than by brute force allocation of all available com-
putational resources. As an example consider the performance of parallel fastD-
NAml [21] (state-of-the-art parallel ML program in 2001) and RAxML-V [19]
(Randomized Axelerated Maximum Likelihood, one of the fastest sequential ML
programs in 2004) on a 1.000-organism alignment: For this large alignment par-
allel fastDNAml consumed approximately 9.000 accumulated CPU hours on a
Linux PC cluster in contrast to less than 20 hours required by RAxML-V on a
single Intel Xeon processor. In addition, the likelihood of the tree computed by
RAxML-V was significantly better than the likelihood score obtained by parallel
fastDNAml.

However, as algorithmic research in phylogenetics comes of age and novel
powerful algorithms allow for computation of trees which comprise more than
500 sequences, a new category of problems arises. Those problems mainly concern
memory shortage, cache efficiency, and a still very large demand for computation
time. Thus, the main focus of this paper is on the deployment of the shared
memory programming paradigm for the computation of large trees (containing
≥ 500 sequences) based on statistic models of sequence evolution.

The remainder of this paper is organized as follows: Section 2 describes re-
lated work in the area of ML phylogeny programs. The following Section 3 briefly
describes the main components of the sequential version of RAxML-V. In Sec-
tion 4 the computation of the likelihood score for a tree is explained and the
OpenMP [14] parallelization of RAxML-V is outlined. In Section 5 we report
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RAxML-OMP speedups on Xeon, Itanium, and Opteron SMPs. Finally, Sec-
tion 6 provides a conclusion and briefly addresses current and future issues of
work.

2 Related Work

The survey of related work is restrained to statistical phylogeny methods since
they have shown to be the most accurate methods currently available. On the
one hand there exist “traditional” maximum likelihood methods and a large
variety of programs implementing maximum likelihood searches. The recently
updated site maintained by J. Felsenstein [17] lists most available programs. On
the other hand there exist Bayesian methods which are relatively new compared
to maximum likelihood and have experienced great impact, especially through
the release of a program called MrBayes [9].

A thorough comparison of popular phylogeny programs using statistical ap-
proaches such as fastDNAml [13], MrBayes, PAUP [15], and TREE-PUZZLE [22]
on small simulated datasets (up to 60 sequences) has been conducted by T.L.
Williams et al [28]. The most important result of this paper is that MrBayes
outperforms all other phylogeny programs in terms of speed and tree quality.
However, the results of this survey do not necessarily apply to large real data
sets since simulated alignment data has different properties and a significantly
stronger phylogenetic signal than real world data (see [20] for a discussion),
i.e. typically much more computational effort is required to find a “good” phy-
logenetic tree for real-world data. Due to these significant differences between
real and simulated datasets comparative surveys should include collections of
simulated and real datasets in order to yield a more complete image of program
performance. In fact, there exist some real datasets for which MrBayes fails to
converge to acceptable likelihood values within reasonable time [19]. Huelsen-
beck et al [10] provide an in-depth discussion of potential pitfalls of Bayesian
inference.

More recently, Guidon and Gascuel published an interesting paper about
their new program PHYML [7], which is very fast and seems to be able to
compete with MrBayes. PHYML is a “traditional” maximum likelihood hill-
climbing program which seeks to find the optimal tree in respect to the likelihood
value. Moreover, the respective performance analysis includes larger simulated
datasets of 100 sequences and two well-studied real data sets containing 218
and 500 sequences. Their experiments show that PHYML is extremely fast on
real and simulated data. However, the accuracy on real data needs improve-
ment [19]. Moreover, the results show that well-established sequential programs
like PAUP* [15], TREE-PUZZLE [22], and fastDNAml [13] are prohibitively slow
on datasets containing more than 200 sequences, at least in sequential execution
mode.

Vinh et al [27] recently published a program called IQPNNI which yields
better trees than PHYML on real world data but is significantly slower.
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Finally, the current hill-climbing and simulated annealing algorithms imple-
mented in RAxML-V clearly outperform PHYML and IQPNNI on real world
data, both in terms of execution time and final tree quality [20].

The main problem which parallel implementations of ML analyses face is that
technical development drags behind algorithmic development. This means that
programs are parallelized that do not represent the state-of-the-art algorithms
any more. Thus, it can be observed that parallel or distributed codes like parallel
fastDNAml [21], DPRml [12] (both based on a search algorithm from 1994) or
parallel TREE-PUZZLE [18] are just as good as the currently best sequential
codes in terms of tree quality. However, they require significantly more CPU
hours to attain the same results. The above programs have all been parallelized
with MPI.

To the best of our knowledge, apart from RAxML-OMP, there exists only one
distributed shared-memory implementation of an ML program for NUMA archi-
tectures: veryfastDNAml [26] which is based on the TreadMarks library [25]. The
veryfastDNAml implementation is also based on the old and slow fastDNAml al-
gorithm from 1994. The technical details of the veryfastDNAml implementation
have not been published anywhere such that it is not known if the parallelization
is based on loop-level parallelism or a coarse-grained master-worker scheme.

3 RAxML-V

In this Section we provide a brief outline of the basic components and algorithms
of RAxML-V, which are required to understand the structure of the paralleliza-
tion. The program initially computes a starting tree which contains all sequences
of the alignment using a fast greedy MP search. The MP search is performed by
an appropriately modified version of Joe Felsenstein’s dnapars program [17]. One
important property of dnapars is that it yields distinct starting trees depending
on the input order permutation of the sequences. By randomizing the sequence
input order, the program can start the optimization from different points of
search space each time it is executed. Therefore, by executing several RAxML-V
runs it is more likely to find good trees and avoid local maxima since each run
will yield a distinct final tree. Thus, the confidence into the final results obtained
by RAxML-V is higher than for strictly deterministic programs.

The procedure by which the parsimony score is computed in dnapars is very
similar to ML. Thus, the loop-level parallelization of the parsimony component
is analogous to that for ML which we describe in more detail in the following
Section 4.

After the computation of the parsimony starting tree, the likelihood of the
candidate topology is improved by subsequent application of topological alter-
ations. To evaluate and select candidate alternative topologies RAxML-V uses
a mechanism called lazy subtree rearrangements [19]. This mechanism initially
performs a rapid pre-scoring of a comparatively large number of alternative
topologies. After the pre-scoring step a few of the best pre-scored topologies are
analyzed more thoroughly. The fact, that RAxML-V is currently the fastest and
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Fig. 2. Basic components of RAxML-V

most accurate program on real alignment data is due to this ability to quickly
evaluate (pre-score) a large number of alternative tree topologies. Furthermore,
RAxML-V currently implements two basic search procedures which exploit the
lazy subtree rearrangement mechanism:

1. A strict hill-climbing procedure which applies lazy subtree rearrangements
until the candidate tree can not be improved upon any more [19].

2. A simulated annealing algorithm which is slightly slower than hill-climbing
on the one hand but able to escape local maxima on the other hand [20].

Finally, it is important to know that both search algorithms use the same core
component to calculate maximum likelihood values, such that the parallelization
applies to both search strategies. Figure 2 provides an overview of RAxML-V as
described in this Section.

4 Parallelization

The current Section does not intend to provide a detailed introduction to ML
for phylogenetic trees. The goal is to give a notion of the complexity and amount
of arithmetic operations required to compute the maximum likelihood score for
one single tree topology. Furthermore, it aims to explain where the intrinsic
loop-level parallelism occurs and how it can be exploited.

The seminal paper by Felsenstein [5] which actually introduces the applica-
tion of ML to phylogenetic trees and the comprehensive and readable chapter by
Swofford et al. [23] provide detailed descriptions of the mathematical background
and models of nucleotide substitution (see below).
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Fig. 3. Computation of the likelihood vectors of a 4-taxon tree

To calculate the likelihood of a tree topology with given branch lengths one
requires a probabilistic model of nucleotide substitution Pij(t) which allows for
computing the probability P that a nucleotide i (e.g. A) mutates to another
nucleotide j (e.g. G) within time t (branch length).

Given the model of nucleotide substitution and an unrooted tree topology
with fixed branch lengths where the data (the individual sequences of the mul-
tiple alignment) is located at the tips, one can proceed with the computation of
the likelihood score for that tree. In order to compute the likelihood a virtual
root (vr) has to be placed into an arbitrary branch of the unrooted tree in order
to calculate/update the individual entries of each likelihood vector with length
n (alignment length) in the tree bottom-up, i.e. starting at the tips and moving
towards vr. It is important to note, that the likelihood of the tree is identic irre-
spectively of where vr is placed. After having updated all likelihood vectors the
vectors to the right and left of vr can be used to compute the overall likelihood
value of the tree. The process of rooting and updating the likelihood vectors for
a 4-taxon tree is outlined in Figure 3.

To understand how the individual likelihood vectors are updated consider a
subtree rooted at node p with immediate descendants r and q and likelihood
vectors l_p, l_q, and l_r respectively. When the likelihood vectors l_q and
l_r have been computed the entries of l_p can be calculated—in an extremely
simplified manner—as outlined by the pseudo-code below and in Figure 4:

for(i = 0; i < n; i++)
l_p[i] = f(g(l_q[i], b_pq), g(l_r[i], b_pr));

where f() is a simple function, i.e. requires just a few FLOPs, to combine the
values of g(l_q[i], b_pq) and g(l_r[i], b_pr). The g() function however
is more complex and computationally intensive since it contains the evaluation
of Pij(t). The parameter t corresponds to the branch lengths b_pq and b_pr
respectively. Since entries l_p[i] and l_p[i + 1] can be computed indepen-
dently this for-loop can be parallelized by insertion of an appropriate OpenMP
directive to exploit the inherent loop-level parallelism:

#pragma omp parallel for private(...)
for(i = 0; i < n; i++)

l_p[i] = f(g(l_q[i], b_pq), g(l_r[i], b_pr));
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Fig. 4. Updating the likelihood vector of node p at position i

Up to this point it has been described how to compute the likelihood of a tree
given some arbitrary branch lengths. However, in order to obtain the maximum
likelihood value for a given tree topology the length of all branches in the tree has
to be optimized. Since the likelihood of the tree is not altered by distinct rootings
of the tree the virtual root can be subsequently placed into all branches of the
tree. Each branch can then be optimized individually to improve the likelihood
value of the entire tree. In general—depending on the implementation—this
process is continued until no further branch length alteration yields an improved
likelihood score. Branch length optimization can be regarded as maximization of
a one-parameter function lh(t) where lh is the phylogenetic likelihood function
and t the current branch length at vr.

Typically, the three basic operations: computation of the likelihood vectors,
optimization of the branch lengths, and computation of the overall likelihood
value require ≈ 90% of the complete execution time of every ML implemen-
tation. For example 92.72% of total execution time for a typical dataset with
150 sequences in PHYML and 92.89% for the same dataset in RAxML-V. Thus,
an acceleration of these functions on a technical level by optimization of the C
code, the memory access behavior and consumption, as well as the exploitation
of loop-level parallelism can lead to substantial performance improvements. The
structure of the loops in the three basic functions is very similar to the abstract
pseudocode representation provided above. The main for-loops of RAxML have
been parallelized in an analogous way.

Memory consumption is becoming a problem for inference of large phy-
logenetic trees containing more than 1.000 sequences. Table 1 provides some
figures for memory requirements of RAxML, PHYML, and MrBayes for large
datasets. Note that MrBayes could not handle the 10.000-taxon dataset, even
when compiled on a 64-bit architecture. In fact only the sequential RAxML-
version could still be executed on a 32-bit processor with this large dataset. The
memory requirements of RAxML-V are directly proportional to the alignment
size, i.e. Θ(n∗m) where n is the number of sequences and m the number of base
pairs (length of the alignment). Figure 5 depicts how the memory allocated by
RAxML-OMP is accessed by 2 individual threads, each running on a separate
CPU. The situation is particularly favorable because memory accesses are inde-
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Alignment Size= Memory Requirements

number of
sequences: n

alignment length: m

Cache0 Cache1

CPU0 CPU1
Thread0 Thread1

working
space of
thread 0

working
space of
thread 1

= data matrix =O(n *m)

Fig. 5. Memory access scheme of RAxML-OMP

Table 1. Memory consumption of RAxML-III, MrBayes, and PHYML for large data
sets

Program 1.000 taxa 10.000 taxa

RAxML-III 200 MB 750 MB
PHYML 900 MB 8.8 GB
MrBayes 1.2 GB not available

pendent and equally distributed among threads, i.e. thread 0 in the figure works
exclusively on the left half of the data matrix and thread 1 on the right half.

Thus, we believe that RAxML-OMP provides a viable approach to resolve
both memory shortage problems and allow for higher cache efficiency at the
same time. It is important to emphasize that memory efficiency is becoming
an important issue because evolutionary biology has already entered the whole-
genome era. This means that alignments used for phylogenetic analyses will
particularly grow in length m which will have typical values of around 10.000
or 20.000 base pairs and do not fit into cache any more. Moreover, inferences
of large trees containing more than 1.000 sequences which are now becoming
algorithmically feasible also require long alignments in terms of m to produce a
reliable phylogenetic signal [2]. Finally, RAxML-OMP can serve as a basis for
hybrid MPI/OpenMP implementations on constellations of PC-clusters which
are widely available nowadays.

5 Results

Initially, we provide a brief description of the test platforms and datasets used
in this study. Thereafter, we provide measured speedup values for various plat-
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form/dataset combinations and compare the performance on the different SMP
architectures.

Test data, platforms and experimental setup: For measuring the efficiency of
RAxML-OMP we executed the program on three common SMP architectures:
a dual-processor Intel Xeon 2.4GHz with 4 Gbyte of main memory, a quad-
processor Intel Itanium2 1.3GHz with 8 Gbyte of main memory, and a quad-
processor AMD Opteron 850 2.4 GHz with 8 Gbyte of memory. We used several
real world alignment data sets containing 150, 218, 500, and 1.000 taxa (150 SC,
218 RDPII, 500 ARB, 1000 ARB). In addition we generated 3 simulated align-
ment data sets with 300 sequences (sim300 1000, sim300 5000, sim300 10000) to
evaluate the effect of increasing alignment length on program performance. For
the sake of completeness we indicate the alignment lengths (# of base pairs) of
all datasets we used in Table 2.

Table 2. Alignment lengths

Dataset # bp Dataset # bp

150 SC 1.130 sim300 1000 1.000
218 RDPII 1.847 sim300 5000 5.000
500 ARB 2.751 sim300 10000 10.000
1000 ARB 3.364

We compiled RAxML-OMP with the native Intel compiler icc -O3 and
the respective OpenMP flags for the Itanium and Xeon architectures. For the
Opteron we used the PGI [16] compiler pgcc -O3. In order to measure execu-
tion times and calculate speedup values we executed RAxML-OMP with 1 and
2 threads on the Xeon, and 1,2, and 4 threads on the Itanium and Opteron pro-
cessors respectively. We executed 3 runs for each dataset/architecture/number-
of-threads combination and report average values. To be able to reproduce com-
parable results we used a fixed parsimony starting tree. This was achieved by
using a standard input sequence permutation order instead of a randomized one.
Moreover, we also measured the execution times of the parsimony and maximum
likelihood components separately to analyze the efficiency for each part. A sepa-
rate analysis is of particular interest since the parsimony component exclusively
performs integer operations while maximum likelihood performs mainly a large
number of floating point operations. Moreover, ML requires approximately 5
times higher per-loop execution times than MP, e.g. for the 150 SC dataset 18.3
μs for one complete iteration of a parsimony for-loop and 97.2 μs for an ML
for-loop1

Experimental results: A complete analytical table containing the execution times
of all experiments conducted within the framework of this study is available

1 These times have been measured on an Intel Centrino.
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at: wwwbode.in.tum.de/˜ottmi/results jan 05.html. Therefore, we present some
representative examples of RAxML-OMP performance.

Figure 6 indicates the speedup values for the relatively small—in terms of
alignment length m (see Table 2 and Figure 5)—dataset 218 RDPII on Xeon,
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Opteron, and Itanium architectures. The generally better scalability of the Opteron
processor is most probably due to the HTT (Hyper Transport Technology [11])
memory access architecture which suits the program structure of RAxML-OMP.
However, this issue requires further investigation. On the other hand, due to
an unfavorable memory access design the Xeon processor yields only marginal
speedups.

Figure 7 provides the speedup values for the sim300 10000 dataset. Though,
comparable in size in respect to the number of taxa with 218 RDPII, the length
of this alignment and consequently the length of the parallelized for-loops is sig-
nificantly longer: 10.000 nucleotides = 10.000 iterations (also called base pairs).
Note, that the speedup on the AMD Opteron on 2 and 4 CPUs is clearly super-
linear (≈ 2.8 and ≈ 5.6 respectively). This is due to the improved cache efficiency
and data locality inherent to RAxML-OMP in conjunction with AMD’s HTT
and a “long” alignment. In order to demonstrate the impact of alignment length
on speedup values in Figure 8 we plot the speedup over the number of base
pairs—for all datasets used in this study—per processor type and number of
CPUs. The general tendency is that the parallel efficiency increases with align-
ment length due to the aforementioned reasons on the Opteron. Note, that for
an AMD Opteron equipped with significantly less main memory (512MB) and
a smaller cache the speedups became already super-linear at significantly lower
alignment lengths (≥ 2.000 base pairs). Another point worth mentioning is that
a “large” number of taxa n (see Figure 5) in the alignment has a negative effect
on speedup-values since the amount of allocated memory increases significantly.
This explains the buckling which can be observed at ≈ 3.500 base pairs. This
value corresponds to the large—in terms of taxa—1000 ARB dataset. In Fig-
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ure 9 we present the accumulated average runtime over all datasets per number
of CPUs for the Itanium, Opteron, and Xeon architectures. In all cases RAxML-
OMP is at least ≈ 50% faster on Opteron than on the Xeon and Itanium.

Finally, as expected the parallel efficiency of the ML component was signif-
icantly better than for MP due to the aforementioned reasons (please refer to
the results web-site for exact figures).

6 Conclusion, Availability and Future Work

We have presented an efficient OpenMP parallelization of RAxML-V which scales
particularly well on the AMD Opteron SMP architecture. Due to improved cache
efficiency and data locality RAxML-OMP yields clearly superlinear speedups for
long (in terms of base pairs) datasets on 2-way and 4-way Opteron nodes. More-
over, the current implementation allows for inference of large 1.000-taxon trees
on a single Opteron node in less than 6 hours. The program is freely available for
download as open source code at www.ics.forth.gr/˜stamatak. Currently, we are
working on an OpenMP-version of PHYML which faces more serious memory
problems than RAxML.

Since scalability of parallel programs which exploit fine-grained loop-level
parallelism is limited, future work will mainly cover the implementation of a
mixed MPI/OpenMP parallelization of RAxML for hybrid supercomputer archi-
tectures. Moreover, the architectural causes for the relatively bad performance
of RAxML-OMP on both Intel architectures in comparison to the efficiency on
the Opteron need to be further investigated.
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Abstract. The paper is dedicated to an open T-system (OpenTS) — a 
programming system that supports automatic parallelization of computations 
for high-performance and distributed applications. In this paper, we describe the 
system architecture and input programming language as well as system’s 
distinctive features. The paper focuses on the achievements of the last two years 
of development, including support of distributed, meta-cluster computations. 

1   Open T-System Outline 

Open T-System (Open TS) is a recent dynamic program parallelization technology for 
high-performance and distributed applications. It originates from functional and meta-
programming technologies [1, 2] and tries to achieve maximum performance of 
single/multi-processors, supercomputers, clusters and meta-clusters. Another goal was 
the development of easy-to-use tools for parallel programming, with high learning 
curve and easy legacy code support. With initial implementations of T-system dated 
back to nineties and end of eighties of the last century, Open TS is a third generation 
of the T-system [3]. The Open TS approach allows addressing in a uniform way 
parallel computing problem for mutli-core processors, SMP systems, computational 
clusters and distributed systems. As well, Open TS facilitates parallel applications 
with non-uniform parallelism grains or parallelism grains defined at runtime.  

1.1   Related Work 

The Open TS design utilizes many concepts of parallel computing. First of all, it 
devises high-level parallelizing approach, while many of them currently exist [4]. 
Secondly it utilizes an extension of C++ language to express parallelism, while many 
other extensions of C and C++ for parallel computing were developed [5]. Thirdly, 
the concept of T-system is based upon functional programming approach [1], that 
make it very similar to parallel implementations of functional languages [6]. At last, 
Open TS runtime implementation utilizes Distributed Shared Memory (DSM) [7], 
mutli-tier architecture [8] and C++ template- based design [9]. Here we note 
separately only small fraction of all works in this field, not comprehensive but 
representative, as we hope: 
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1. Charm++ [10] is a C++ extension for parallel computing, which is used to 
create high-performance codes for supercomputers [11]. Open TS is different 
in many aspects – from runtime implementation to language semantics. The 
most important is that Open TS uses functional approach for parallelization, 
while Charm++ uses asynchronous communication with object-oriented 
model. 

2. mpC++ is another example of successful implementation of “parallel C” for 
computational clusters and heterogeneous clusters [12]. While mpC uses 
explicit language constructions to express parallelism, Open TS has implicit 
parallelization constructs. 

3. Cilk is a language for multithreaded parallel programming based on ANSI C 
[13]. Cilk is designed for shared memory computers only, in contrary Open 
TS can be run on computational clusters and meta-clusters. 

4. Glasgow Parallel Haskell is a well-known extension of Haskell programming 
language [14]. Open TS is similar with GPH by utilizing some implicit 
approach to parallelizing computation, while enabling low-level optimization 
on C++ level, unavailable in Haskell. 

5. OMPC++[15] is very similar to Open TS in many aspects, especially in the 
way of using C++ templates in runtime. However, language extensions are of 
primary importance for Open TS concept.  

While many parallel programming techniques, like Unified Parallel C [16] and CxC 
[17] are not covered in our comparison, Open TS distinctions will be virtually the 
same. 

1.2   Programming Model 

Unlike many tools for parallel programming, T-System does not try to change the 
usual programming model too much. Native input language is a transparent attribute-
based extension of C++; however, other T-dialects of programming languages are in 
the development stage: T-FORTRAN, T-REFAL. Only two new notions are really 
important for programming: T-function and T-value. T-values are extensions of basic 
C values with non-ready value, read access to a non-ready value stops execution of a 
T-function, unless C-value is provided during computation.  T-functions are pure C-
functions forming functional model at the top level of program structure. However, 
imperative C exists inside T-functions enabling potential for low-level optimization. 
Support for object oriented-model is forthcoming. 

An important feature of Open TS is a separation of the computation code from the 
scheduling code. In Open TS, the programmer is enabled to develop complex 
strategies for dynamic parallelization without affecting the computational code itself. 

1.3   Execution Model 

Parallel execution is based on a completely conflict-free data-flow model, and the 
“macro-scheduling” algorithm distributes computational tasks (active T-functions) 
over all available computing resources on the fly. Thus, latency hiding should enable 
very high computational power utilization.  Moreover, heterogeneous (e.g. different 
CPU speeds) computational clusters can be efficiently loaded with that approach. 
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Special hardware such as application-specific accelerators and processors can be also 
considered as specific computational resources, it is dynamically loaded in the same 
way. 

Millions of threads1 can work in a cooperative and conflict-free way enabling 
latency hiding: any time non-ready T-value is reached, T-System switches rapidly to 
another ready-to-compute task. In this way, T-System avoids blocking computation in 
many cases when communication infrastructure permits. In brief, T-System may be a 
good candidate to fill up the gap between fast recent CPUs and latency-restricted 
communications. 

1.4   T-Applications 

T-application is a self-contained, dynamically linked executable. In a nutshell, it 
recognizes the execution environment and automatically loads a corresponding 
communication driver on the fly.  The execution environment may be one of the 
following. 
• Unicomputer – runs as a single process 
• SMP — runs on a machine with symmetric multi processing capabilities 
• MPI (6 flavors are supported now, including PACX MPI and MPICH-G2 for the 

meta-cluster environment) 
• PVM. 

Thus, T-applications don't need to be recompiled or re-linked for all possible 
communication flavors. This is important in many cases, especially in meta-clusters 
with heterogeneous MPI implementations. 

2   Open T-System Design Notes 

Open T-System runtime has a microkernel-based design. Microkernel, or T-
Superstructure, is a central part of the runtime. It contains all essential entities that a 
typical program needs to be run on. T-Superstructure has a “snowman” architecture of 
three tiers: `S' (“super-memory” and “super-threads”), `M' (mobile objects and 
references) and `T' (T-values, variables, references, functions). Being compact in size 
(less than 5 000 lines in about 100 C++ classes), it suits for various extensions: 
enhanced task schedulers, memory allocation schemes, custom thread systems, and so 
on. A special class 'Feature' is used to register extension plug-ins, which are typically 
dynamically linked at the startup stage. The microkernel can be easily ported to 
`almost pure' hardware, because it is almost self-contained. C++ [cross] compiler only 
is required for such porting. However, since C++ templates are used extensively, a 
modern C++ compiler is required. 

Fast context switch is a special feature of Open TS, which is very important for 
efficient T-applications. Since T-applications are known to create millions of 
simultaneous threads, fast switching is key important. Today, the T-context switch is 
10 times faster than the fastest standard thread library switch. 

                                                           
1 Opens supports the usage of more than one million of threads even in one usual processor — 

this was shown practically, this was used in real applications. 
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A “Supermemory”, or special kind of distributed shared memory, is located outside 
of program data and used to manage T-values. Novel communication technologies 
such as hyper-transport can be directly incorporated into the “Supermemory” layer to 
avoid an unnecessary MPI overhead. Super memory is utilized in six different ways: 

1. T-Values 
2. Task exchange 
3. Resource information exchange 
4. Memorization table 
5. “Heartbeat” (see below) 
6. Shutdown signal 

The fault-tolerance support has been implemented with the help of LAM MPI 
BLCR checkpoint system [18]. It is integrated with the T-System runtime, thus 
making fault-tolerant computing easier. 

Since the T-system originates from the functional programming model, it is 
possible to implement the fault-tolerance on the base of re-computing of T-functions. 
This work is forthcoming. 

3   Compilation of T-Programs 

Two approaches are followed to develop compilers for T++ programs.  
The first, “converter”, approach utilizes OpenC++ [19] parser to translate a T++ 

program to a C++ program using Open TS runtime library calls. Advantage of that 
approach is that the best-of-breed C++ compiler can be used, with the best processor-
specific optimization available. The drawback is some C++ syntax features that are 
not supported seamlessly due to Open C++ limitations. 

An alternate, “compiler”, approach is based on an open-source GNU C++ 
compiler. An extra front-end language for T++ has been implemented, it has a smooth 
and comprehensive support of all C++ language features. However, if the GNU C 
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compiler optimization is not on a par with the other compilers of the target platform, a 
performance loss might happen. 

4   T-Application Development Stages 

First of all, T++ is a transparent attribute-based dialect of C++. The T++ code can be 
trivially mapped to the sequential C++ program by masking T-attributes on the 
preprocessor stage. To start, the T++ code may be developed and debugged without 
T-System.  

Then, the `t++' compiler may be used to obtain T-executables which should be able 
to normally run on the unicomputer. Thus, the second stage of the development 
process is to check whether everything works correctly on the unicomputer — this 
involves usual testing and debugging for the traditional (one-processor) case.  

Furthermore, the same executable may be run on the `cluster emulation'. The 
simplest way to do this is to use LAM on various Linux systems: the command 

mpirun n0,0,0,0 <t-executable> 

will emulate the 4-node cluster. Some tuning can be done at this stage. 
Finally, run T-executable on the desired target platform. 

5   T-Application Debugging and Tuning 

T-System has a number of built-in profiling, tracing and debugging facilities.  
First of all, debugging is facilitated by several modes of compilation: “optimized”, 

“normal” and “debug”. The “optimized” mode uses the runtime version with heavy 
optimization. The runtime of the “normal” mode is simplified as compared to the 
“optimized” version. If an application is compiled in the “normal” mode and a 
problem persists, it should be attributed to the application itself — not the runtime — 
with high degree of confidence. Moreover, the “debug” mode generates a large 
amount of debug output, which helps programmers to understand the current situation 
in T-runtime and applications. This output can be filtered with the help of regular 
expressions. 

A full-fledged Trace facility has also been implemented for T-applications. 
When the program is finished, some statistical data is printed (see figures below). 

It includes minimal/medium/maximal (depending on computational nodes) values of 
the following parameters: used CPU time, communication time, idle time. This hot 
profiling information may be very useful for the tuning of applications.  

Communication message logs can be called in order to understand which 
communication traffic occurred during the program execution. A T-function call 
graph can also be obtained.  

If the program crashes, some information (including program call stack with source 
line numbers) is printed. Optionally, the debugger is started at the same time, which 
may be very convenient for a rapid problem discovery.  

Finally, a special heartbeat logic is used to discover broken 
program/communication state. If heartbeat timeout is reached without any data 
exchange, then all T-processes will exit automatically. 
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6   Sample Program Run 

The example program is the calculation the Fibonacci number. Since it is not very 
hard computationally, it is a good test for the runtime system, and it illustrates well 
the simplicity of T++ programming. 

 
tfun int fib(int n) 
{ 
 if (n<2) return 1;  
 return (fib(n-1)+fib(n-2)); 
} 
tfun int main (int argc, char *argv[]) 
{ 
 int n = atoi(argv[1]); 
 printf(“Fibonacci %d is %d\n”,n,(int)fib(n)); 
 return 0; 

} 

The only T-function is the “fib” function which recursively calls itself. Since the 
result of “fib” is a non-ready value, explicit casting to int is necessary for the program 
to run correctly. The casting results in the “main” thread wait until the result of “fib” 
is ready. “fib” recursively calls itself creating a tree, while the tree branches can be 
computed in parallel.  

Compiling the program is possible with either t++ or tg++.  

t+ -o fib0 fib0.tcc 

The process of the program execution is illustrated in Fig. 1 (running on single 
processor) and Fig. 2 (running on four-cluster nodes). You may see some speedup 
demonstrated by “fib”. The example has been a mere illustration that doesn’t reflect 
the real quality of T-system, benchmarking results will be published elsewhere. 

 
 

 
 

Fig. 1.  Sample program run result in console 
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Fig. 2. Sample program run on multiple cluster nodes 

7   T++ Language in a Nutshell 

The T++ language is a semantically and syntactically “seamless” extension of C++. 
The language constructions are enumerated below with short descriptions following 
them: 

tfun — a function attribute which should be placed just before the function 
declaration. Now, the function cannot represent a class method but must be an 
ordinary C function. A function with the “tfun” attribute is named “T-function”. 

tval — a variable type attribute which enables variables to contain a non-ready 
value. The variable can be cast to the “original” C++-type variable, which makes the 
thread of execution suspend until the value becomes ready. 

tptr — a T++ analogue of C++ pointers which can hold references to a non-ready 
value. 

tout — a function parameter attribute used to specify parameters whose values are 
produced by the function. This is a T++ analog of the “by-reference” parameter 
passing in C++. 

tct — an explicit T-context specification. This keyword is used for specification of 
additional attributes of T-entities. 

tdrop — a T++ -specific macro which makes a variable value ready. It may be 
very helpful in optimization when it’s necessary to make non-ready values ready 
before the producer function finishes. 

8   Runtime Performance 

The detailed performance study of Open TS runtime is out of the current paper scope 
and will be published elsewhere. However, overall runtime performance and quality is 
good enough to stimulate many groups outside of Program Systems Institute to 
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develop their own applications with Open TS (see below). Best speedup achieved 
with image-processing application is approximately 60% of linear speedup on 32-
processor computational cluster with Scalable Coherent Interface (SCI) interconnect. 

9   Applications 

Approximately a dozen of applications have been developed with the help of T-
system. Some of them are the following: 

• Plasma physics modeling tool 
• Aerodynamics simulation package 
• Tools for computational modeling in chemistry 
• Automatic text categorization package 
• Radar image modeling application 
• Remote sensing images processing 

10   Support 

Open T-System is being developed in the Program System Institute of the Russian 
Academy of Sciences (PSI RAS) as a key technology in the SKIF Super-Computing 
project.  The system support can be obtained via e-mail: opents@botik.ru 
(developers’ conference). 

11   Work in Progress 

We are also working on various application-oriented T-libraries. Such libraries are 
represented as the T++ code (working also in pure C++) and may be used without any 
knowledge of T++ or even parallel programming at all. Using the C++ inheritance 
mechanism, an application programmer just needs to define several application-
specific methods — virtual functions — to obtain a complete highly-parallel 
computational component for a custom high-performance application. Other 
development areas if macro-scheduling schemas for meta-clusters and other 
distributed systems.  
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Abstract. The paper presents the design and the first stage of implementation of 
the NumGRID middleware that is devoted to the development of the multicom-
puter grid software for the large scale numerical simulation. Global addressing 
of the NumGRID computational resources and MPI programs execution is pro-
vided. This stage is the basis for the development of supporting system that 
automatically provides the dynamic properties of MPI applications. 

1   Introduction 

With evolution of mathematical modeling and creation of high-performance computer 
systems, many scientific applications have appeared that demands increasing compu-
tational performance, higher than any of available supercomputers can provide. In 
particular, for the super large scale numerical modeling it is necessary to integrate 
several supercomputers, i.e., to create a grid. Not any application can be well solved 
on grids because of slow communications. However, such application problems as 
search for alien civilizations [1] and decoding the human genome are successfully 
running on grids.  

Another problem is rapid progress in microprocessor development which forces us 
to use heterogeneous computer systems for solution of the large scale problems. In 
particular, in 2005 the ICM&MG plans to exploit the following multicomputers: the 
32 processors MVS-1000, based on the alpha microprocessor (833 Mhz), the 128 
processors MVS-1000, based on the alpha microprocessor (633 Mhz) and the 60 
processors HP cluster, based on the Intel Itanium II microprocessor. Therefore, there 
is a necessity to create the software that will provide the large-scale simulation in het-
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047.016.007; NWO-RFBS 047.016.018;  Russian Fund for basic research, contract RFBR 
04-01-00272 and PhD grant from the French Ministere Education Nationale (MEN-DRIC). 
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erogeneous environments. For now, numerous GRID projects oriented to different 
applications are under development [1-5].  

The speed of communication is permanently growing and now it is possible to or-
ganize numerical simulation on GRID of multicomputers. In 2004, the co-operative 
project NumGRID intended for the creation of the necessary grid system software 
started in Novosibirsk (ICM&MG) and in Marseille (L3M, CNRS) [6].  

2   Objectives 

The main objective of the NumGRID project is to provide the use of remote multi-
computers for large-scale numerical simulation. In the coming years the proper com-
putational resources for simulation of protoplanetary disc evolution and galaxy forma-
tion [7,8] should be provided. These models, developed in the frame of the project, 
devoted to the investigation of the germ of the life on the Earth, demand practically 
unlimited resources for simulation. 

Another objective is to provide the exploitation of the heterogeneous net of multi-
computers for numerical simulation. 

3   Basic Requirements 

NumGRID requirements provide the conditions for supporting high performance exe-
cution of application MPI programs of numerical modeling. These requirements are: 

1. Homogeneous nodes multicomputers only are included into NumGRID. 
2. Each node of a multicomputer can be an SMP system (2 processors or more) 
3. MPI programs should be executed on NumGRID without corrections. Global ad-

dressing of all the NumGRID resources should be provided. 
4. Automatic providing of the dynamic properties of application programs (tunability, 

dynamic load balancing, program execution monitoring, reliability) 
5. Security and safety of calculations on the Grid 

4   Stages of the Project 

Design and  implementation of the NumGRID project is done in several stages. The 
first one includes: 

• implementation of all the basic means of resource and job management,  
• providing communication layer for sending messages between computational 

nodes of different multicomputers (clusters), 
• implementation of MPI over this layer.  

Thus, the first stage of NumGRID project, NumGRID-I, allows running MPI-jobs 
on several clusters. If dynamic properties of application are programmed then these 
properties will be also provided by NumGRID-I  software. 

The second stage includes a number of “assembler” level tool that facilitate pro-
gramming of dynamic properties of application program. This tool includes the  
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library for programming dynamic resources allocation, manager of dynamic memory 
and means of processes synchronization and monitoring. Thus, the second stage pro-
vides automation of programming of dynamic resources allocation, monitoring of the 
execution of application parallel program, dynamic redistribution of workload, 
tunability of application programs to all the available resources. 

On the third stage the high level asynchronous programming system intended for 
use in numerical modeling should be developed.  

The rest of this paper describes the design and implementation of the NumGRID-I. 

5   Related Work 

Here, we describe and discuss some more or less known Grid-enabled MPI[9,10] li-
braries and other solutions that could be employed to run MPI programs on grids. 
Some of them are more suitable for running MPI programs on Grids than others, but 
any of them either contains hard restrictions or is only a test prototype.  

MPICH-G2 [11] is a well-known grid-enabled MPI library from Globus Toolkit. The 
main restriction is that all worker nodes inside clusters should have public IP ad-
dresses (not from private networks) and have a possibility to be addressed from out-
side the cluster.  

MPICH-MAD III [12]. This is french grid-enabled MPI library. The restrictions are: 

• The source code is based on MPICH1.2.x. There is no support for other versions of 
MPICH 

• MPICH (v 1.2.x) is only supported. There is no support for other MPI libraries, for 
example, LAM-MPI, SCALI MPI, MPICH2 

• There are problems with compilation, the system functioning is not stable. 

MP-MPICH [13]. The restrictions are: 

• The source code is based on  MPICH1.2.0. There is no support for other versions 
of MPICH 

• The last version appeared three years ago.  
• Myrinet and SCI cards are not supported 
• MPICH (v 1.2.x) is only supported. There is no support for other MPI libraries, for 

example LAM-MPI, SCALI MPI, MPICH2 

PACX-MPI [14].  The restrictions and problems are: 

• The software is buggy (compiling, working with sockets, etc) 
• There should be two special gateway nodes in every cluster that uses PACX MPI. 

These nodes are involved in MPI topology (+ 2 MPI_Size) and should have the 
same network interfaces as worker nodes. Thus, master node cannot be used as a 
gateway. This leads to several problems in cluster development and maintenance.  

Virtual Private Networks, SSH tunneling, NAT etc. These solutions are very inef-
ficient because tunneling mechanisms know nothing about the topology of MPI tasks. 
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6   NumGRID Approach 

One of the problems of MPI use on global grids is that all the multicomputers restrict 
access to their internal nodes from outside. Thus, MPI packets cannot reach their ad-
dresses.  

The initial idea of NumGRID-I is the following. A special program is loaded into 
master-nodes of all the multicomputers included into the NumGRID. This program is 
called MPI_gateway. This program is actually a gateway service for the MPI-packets 
routing. MPI_gateway provides receiving and sending packets to the internal (private) 
nodes of any NumGRID multicomputer. MPI_gateway transfers MPI packets from 
the internal nodes of a multicomputer (Cluster 1) to the MPI_gateway installed on the 
master of another multicomputer (Cluster 2). Later the second MPI_gateway transfers 
the received MPI messages to its internal nodes (inside cluster 2) 

Another part of the NumGRID software is a special NumGRID_MPI library with 
an opportunity to send messages not only within a local network, but also through 
MPI_gateway server to global networks. We proceed from the assumption that there 
are some MPI libraries pre-installed on each cluster/SMP-system. Usually these MPI 
libraries are installed by the cluster’s vendors and are well optimized (for example 
SCALI MPI). Therefore, it is desirable that application programs use these optimized 
MPI libraries. Implementing this idea, the NumGRID_MPI library should be actually 
a "wrapper" of the pre-installed MPI functions. That is, inside a component of a grid 
(clusters and/or the SMP), all messages are transferred using pre-installed MPI li-
brary, and all messages "outside" are transferred using the developed NumGRID_MPI 
library through MPI_gateway. 

7   Implementation of NumGRID-I 

NumGRID software is developed as a cross-platform environment that can be freely 
used on different hardware and with different operating systems. As the first Num-
GRID software implementation is done for the GRID of clusters both terms “multi-
computer” and “cluster” are used here equally. 

For now the NumGRID software was tested on: 
Processors: Intel Celeron/P3, AMD Athlon, Alpha 
OS: Windows 2000/XP, Red Hat Linux 
Compilers: Visual C++ 6.0, VS.NET, GNU C++ 
MPI implementations: MPICH, LAM-MPI 

The NumGRID software consists of 6 components: 1).NumGRID_MPI library, 
2).NumGRID_gateway, 3).Cluster management module, 4).Client module (console 
tools & IDE), 5).Security subsystem  

NumGRID_MPI library is a set of "wrappers" for the pre-installed MPI functions.  

NumGRID_gateway is the service for transferring MPI packages inside and outside 
of the NumGRID clusters. 

Cluster management module allows NumGRID software to use the static cluster fa-
cilities such as starting users' jobs, data transfer to/from clients, allocation of re-
sources and so on. The module can work with commonly used system software that 
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manages cluster's queue. The first queue management systems that are supported are 
PBS, SGE (Sun Grid Engine) and MVS1000. This module is very close to Globus 
job-managers modules [3]. 

Client module (console tools & IDE). It is a cross-platform environment that unifies 
the process of running computational jobs on NumGRID. Jobs of the NumGRID can 
be represented as a set of source files, executable modules, data files, lists of compu-
tational resources on which these jobs can be run.  

The algorithm of jobs running on NumGRID looks as follows:  

− Copy source files to all remote multicomputers  
− Compilation of the  user's application on each multicomputer (if they have the 

same architecture it  is possible to compile only once) 
− Copy data files that are required by user's program (input) 
− Run all the processes on all the multicomputers 
− Get the program's result to the user's local host 

For controlling of this operations sequence, a scenario for every user’s job should 
be written. Program scenario includes: user's program source files description, com-
piling process description, running jobs description, input/output data files descrip-
tion, resources specifications and a specification of results gathering process.  

Every scenario file has a blocked structure. Every block describes the job behavior 
on a separate multicomputer. Inside a block a specific for these multicomputer set-
tings are described. There are also global directives that affect the whole grid. The 
jobs scenario file is similar to Globus .RSL files but contains additional, specific to 
NumGRID tags. The client module supports Windows and Unix platforms, graphical 
IDE is based on QT.  

Security subsystem. One of the key moments when carrying out numerical experi-
ments on grid is security providing. Current version of NumGRID security subsystem 
is based on Kerberos. Kerberos allows to carry out identification of network services 
and users. Each multicomputer that is planned to be included into NumGRID, should 
have Kerberos control center and be controlled by the network service, which can be 
accessed only by the users, registered in Kerberos. It is important, that access to Ker-
beros center should be closed for all except the master nodes of NumGRID clusters. 

8   Experiments 

A number of experiments have been carried out with the current implementations of 
MPI-gateway and grid-enabled MPI library.  The experiments were  

1. to demonstrate the possibility to run MPI-programs with the MPI-processes spread 
over several clusters using NumGRID software; 

2. to reveal the problems, which could appear on the way.  

Three clusters were involved in testing of NumGRID software. Two of them, 
namely Scali and CHOEUR, are interconnected with the Gigabit Ethernet network of 
L3M laboratory of CNRS-d’Aix-Marseille university. The third one, P2chpd-cluster, 
is located at UFR de Mecanique of the University of Lyon.  
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Cluster name Choeur Scali P2chpd-cluster 
Intranetwork Fast Ethernet SCI Dolphin  SCI Dolphin 
Hosts 2 processors AMD 

Athlon MP 2000+ 
(1.67 GHz), Mem. 2Gb 

2 proc. AMD Ath-
lon MP 1800+ (1.5 
GHz), Mem. 1Gb 

2 proc. AMD Ath-
lon MP 2000+ (1.67 
GHz), Mem. 2Gb 

Computational 
nodes 

2 proc. AMD Athlon 
MP 1.53 GHz, Mem. 
1Gb 

2 proc. AMD Ath-
lon MP 1800+ (1.5 
GHz), Mem. 1Gb 

2 proc. AMD Ath-
lon MP 2000+ (1.67 
GHz), Mem. 1Gb 

Number of compu-
tational nodes 

20 5 40 

Test 1. Shift of data along the virtual circle of MPI-processes 

Description:Each process with the rank R passes some double precision numbers to a 
process with the rank (R+1) mod P, where P is the number of processes. 

Purpose: This is a simple example of MPI-program, which should demonstrate the 
capability of NumGRID software to support basic MPI communications.  

Algorithm: For the sake of simplicity, the P is assumed to be even. First, all the proc-
esses with even ranks send their data to their “right” neighbors, and then odd-ranked 
processes do the same.  

Result: This was the first test to try. It has been passed successfully for P=2,4,6,8 
with different distributions of processes between Choeur and Scali and between 
Choeur and P2chpd-cluster. There were no problems with the Choeur and Scali. The 
same for the Choeur and P2chpd-cluster took a lot of efforts and time to achieve an 
agreement on policies of firewalls between these two clusters.  
 
Test 2. Each process receives data from each other process 

Description: In turns, the processes receive messages from all the other processes. 
The messages are ordered by the increasing rank of sending processes.  

Purpose: This test demonstrates that NumGRID implementation of MPI keeps the 
supposed order of incoming messages. 

Algorithm:  
for i from 0 to P-1 

{if R equals I 
{for j from 0 to P-1: 

if not j equals R, 
receive a message from the process with rank j} 

else, 
send a message to the process with rank i 

} 

Result: The test has passed for 2, 4, 6 and 8 processes distributed (in different combi-
nations) between Choeur and Scali and between Choeur and P2chpd-cluster. All the 
messages have been received in the expected order.  
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Test 4. Speed of communication ( . Bessonov’s test) 

Description: The test is composed of several series of data exchanges between MPI-
processes. The difference between the series lies in the number of exchange opera-
tions and the size of the messages. The results are given as the average speed ob-
served during a series, i.e. the ratio of transferred data volume (Mbytes) in the series 
to the time the series took. The time of a series comprises not only the time of data 
transfer but also latencies, the time while the processes are waiting for each other and 
other overheads. O.Bessonov published the results of his experiments on Scali and 
Choeur in [15]. 

Purpose: The time costs of a series of data exchanges are studied depending on the 
number of exchanges and the sizes of the messages.  

Algorithm: Exchanges are carried out in series. Within a series, two processes send 
messages to and receive from each other in turns. The parameters of the series are 
presented in the table, see Results section.  

Results: The results again demonstrate the great difference between intra-cluster and 
inter-cluster communication speeds and show the role of latencies. The communica-
tion scheme is typical for numerical iterative computations. 

 
Speed of communications, 

Mbytes/sec 
Series Number 

of send-
recv pairs 

Message 
size, in 8 
bytes 
numbers 

Amount of 
transfer for 
the series, 
Mbytes Nodes of 

Choeur 
Choeur-
Scali 

Choeur-
P2chpd 

1 8192 64 8 5.66 0.010 0.010 
2 4096 128 8 8.48 0.019 0.014 
3 2048 256 8 13.71 0.032 0.029 
4 1024 512 8 22.92 0.064 0.058 
5 5120 1024 80 33.74 0.12 0.11 
6 2560 2048 80 44.27 0.85 0.76 
7 1280 4096 80 51.33 1.41 0.62 
8 640 8192 80 54.54 0.93 0.71 

Test 5. Parallel implementation of the explicit Poisson solver 

Description: Solution of 2D Poisson equation with the finite differences explicit 5-
point stencil scheme. It is one of the simplest examples of the somewhat real compu-
tational problem. 

Purpose: This test demonstrates how NumGRID software copes with the execution 
of the computational MPI-program. 

Algorithm: Data-partitioning parallelisation of the explicit scheme on a virtual line of 
processors.  

Results: Test successfully passed for 2, 4, 6 and 8 processes. The correctness of data 
transfers has been demonstrated. When the size of the mesh (that is equal actually to 
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the size of the problem) is large enough, good speed up can be observed when calcu-
lations begin to dominate over communications.  

9   Conclusions and Future Work 

A lot of firewalls between clusters make great administrative problems. This is be-
cause NumGRID uses TCP protocol for communications between host machines and 
most of the TCP ports are closed by the firewalls. The solution is to use some stan-
dard communication services that are always open. The most widely used is SSH pro-
tocol and it is desirable to use in NumGRID two transport subsystems.  

The measurements of communications speed between differently located processes 
reveal the ultimate heterogeneity of the target computer system. It is important to note 
that the performance of different nodes is different as well. Moreover, in a general 
setting, nodes might be of different architectures. The later should be taken into ac-
count when NumGRID_MPI is designed and implemented. Also, the heterogeneity of 
the network and processor elements should be taken in to account when application 
programs to be run on such a computer system are developed. 

This work was scheduled in such a way in order to start NumGRID software ex-
ploitation on ICM&MG + NSU, L3M Marseille + UFR Lyon clusters as soon as pos-
sible. Now our main efforts are concentrated on the implementation of the executive 
subsystem.  
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Abstract. Detecting data races or just races is important for debugging
OpenMP programs, because races result in unintended nondeterminis-
tic executions of the program. The previous tool to detect the races in
OpenMP programs monitors a serial execution of the program, but un-
fortunately cannot guarantee to verify the existence of races even in the
programs only with the directives. This paper presents a practical tool
which monitors a parallel execution of standard OpenMP program, and
not only verifies the existence of races but also detects first races for each
shared variable in the programs.

1 Introduction

It is still more difficult to debug the industry-standard OpenMP programs [2]
than sequential programs because of unintended nondeterministic executions
incurred by the notorious parallel program bugs, called data races or shortly
races [11]. A race is a pair of instructions in a set of parallel threads accessing a
shared variable with at least one write-access without appropriate inter-thread
coordination.

Traditional cyclic debugging with breakpoints is not often effective in the
presence of races, because the breakpoints can change the execution timing
causing the erroneous behavior to disappear. The previous tool [4] to detect
the races in OpenMP programs monitors a serial execution of the program, but
unfortunately cannot guarantee to verify the existence [3,12] of races even in the
programs only with the directives.

This paper presents a practical tool called RaceStand which monitors a par-
allel execution of standard OpenMP program, and not only verifies the existence
of races but also detects first races [1,10] for each shared variable in the programs.
RaceStand is based on scalably efficient techniques of on-the-fly race detection,
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· · ·
C$OMP PARALLEL DO

C$OMP+PRIVATE(I)

DO I = 2, N

· · ·
IF (X(I-M) .EQ. · · ·) · · ·
IF (· · ·) X(I) = · · ·
X(I+M) = · · ·
· · ·

ENDDO

C$OMP END PARALLEL DO

· · ·

Fig. 1. An OpenMP Parallel Program

and can be accessed remotely via the web interface of the Internet through the
client-server relationship between programmers and RaceStand.

The following section first introduces the issues on debugging races in shared-
memory parallel programs, and then Section 3 explains the practical techniques
employed in RaceStand to detect the races occurred in an execution instance of
OpenMP program. Section 4 presents the web-based structure of RaceStand
to preprocess the debugged programs and monitor their execution instances
remotely through client-server relationship. The final section concludes our work
suggesting some future work.

2 Background

An industry-standard OpenMP program [2] may include a set of compiler di-
rectives and runtime routines for parallel loops and two kinds of inter-thread
coordination: PARALLEL DO directive to fork a thread team, END PARALLEL DO
directive for a team to join, BARRIER directive to synchronize all at once, and
CRITICAL/ORDERED directive or locking routines to create critical sections. We
consider that event synchronization may be defined as user-defined routines. The
nesting level of an individual loop is equal to one plus the number of enclosing
outer loops; a loop may enclose zero or more disjoint loops at the same level. The
nesting depth of a loop is the maximum nesting level of the loop. In Figure 1,
the forked threads share the work specified with the DO statement and the loop
body, where the index variable I is private to each thread, and two variables {N,
M} and one array X are shared among the threads.

The most serious problem of effective OpenMP programming is that it is
more difficult to debug the parallel programs than sequential programs for uni-
processor computers. Such the difficulty is mainly caused by unintended nonde-
terministic executions of parallel programs which are incurred by uncoordinated
parallel threads accessing a shared variable with at least one write-access. Such
a kind of behaviors are called data race or shortly race [11] which is the most
notorious kind of bugs in parallel programs including OpenMP programs. This
program shown in Figure 1 have data races depending on the values of N and
M. For example, consider the case in which the value of M is 1 and the two IF-
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conditions of each thread are satisfied in such the case that I is 2 and 3. The
first thread with I = 2 may perform one read access to X(1) and then two write
accesses to X(2) and X(3). The second thread with I = 3 may perform one
read access to X(2) and then two write accesses to X(3) and X(4). In this case,
the execution instance involves two data races between the two parallel threads,
because these two uncoordinated parallel threads may access shared variables
X(2) and X(3) with at least one write-access, respectively. Theses data races
result in the nondeterministic values of X(2) and X(3).

It is ineffective to use traditional breakpoints for detecting data races, be-
cause the breakpoints can make the execution timing interfered and then may
make erroneous behaviors disappear. Most parallel debuggers are not effective
to detect data races either, but often resorts only on programmer’s ability. To
dynamically detect threading errors including data races in the relaxed sequen-
tial programs which is parallelized with only OpenMP directives, the projection
technology [4] of Intel Thread Checker compiles the program with binary instru-
mentation to analyzes threading errors while every instruction in the program is
executed, and then monitors a serial execution of the instrumented program to
project the parallel memory traces of logical threads derived from the annotated
sequential memory trace that is treated as the specification for the OpenMP pro-
gram. However, Thread Checker cannot guarantee to verify the existence [3,12]
of races even in such the programs only with the directives, because it cannot
discriminate a logical thread with its parent or children in nested parallelism.

As in all kinds of debugging process, locating and eliminating the first races
[1,7,11] is also important in debugging parallel programs, because the removal of
such races may make other races disappear. Intuitively, the races that occurred
first are the races between two accesses that are not causally preceded by any
other accesses also involved in races. The functionality for detecting first races
also has the property of race verification, because there does not exist a race in
an execution if and only if there does not exists a first race in the execution.
However, it is preferable to verify the races appropriately, since the indefinite
iterations of detecting first races must incur still greater monitoring overhead
than verifying races in parallel programs which are usually large in the scale of
their execution time.

3 The Practical Techniques

This paper presents a practical race detection tool called RaceStand which is
based on on-the-fly techniques and then requires still less storage space than
post-mortem trace analysis. In order to detect races, we determine during the
monitored execution if a thread’s access to a shared variable is logically concur-
rent with any previous accesses to this variable and results in a race. This requires
monitoring the parallel threads accessing shared variables, and maintaining an
access history for each shared variable during an execution instance of program.
We call this monitoring algorithm the race detection protocol [1,3,8,12,13]. For
this protocol to operate whenever an access to a shared variable occurs, we need
to determine the logical concurrency between the current thread and each previ-
ous thread in the access history of the variable. This logical concurrency between



324 Y.-J. Kim et al.

Fig. 2. The User Interface of RaceStand Step 1

two threads is determined from on-line information of each thread, called the
thread label . A thread label is generated by the labeling algorithm [5,12,14] on
each thread operation such as fork/join operation or each inter-thread coordi-
nation such as barrier operation, and may be stored in the access history of the
corresponding shared variable.

Previous on-the-fly tools often show the serious on-line labeling bottleneck
which is incurred from using a centralized data structure which is globally-shared
among the threads. RaceStand is based on the scalable labeling schemes [5,14]
which generate each label of the newly created threads using only the private
labels of the parent threads. And, another drawback of existing on-the-fly race-
debugging tools is the serious bottleneck of run-time protocol which is incurred
from serializing all accesses to the same shared access history. RaceStand is based
on access filtering schemes [6,8] which examine to filter the current access if it
is possible to be involved in a first race.

RaceStand supports two kinds of effective techniques for debugging races:
verifying [3,12] the existence of races, and locating the first races [1,7,8,9,10,13]
appeared in an execution instance of program with nested parallelism and inter-
thread coordination by barriers [7,8], critical sections [10], and event synchro-
nization [1,9,13]. For the programs with explicit event synchronization, one tech-
nique [9] for RaceStand restructures the monitored program to generates the
corresponding sequential program which preserves the semantics of the original
program. Monitoring an execution instance of the restructured program uses
either the two-pass [13] or multi-pass [1] detection protocol to detect the first
races in the corresponding execution instance of the original program. Although
the two-pass protocol works only for the programs with ordered synchroniza-
tion, it can detect the first races in the restructured programs with the event
synchronization, because any pair of the corresponding points of the event syn-
chronization are executed in an ordered sequence in the corresponding execution
of the sequential program.

The storage space consists of two components: the space to store access his-
tories for all shared variables monitored, and the space to store thread labels of
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Fig. 3. The User Interface of RaceStand: Step 2

Fig. 4. The User Interface of RaceStand: Step 3
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Fig. 5. The User Interface of RaceStand: Step 4

simultaneously active threads. RaceStand basically stores a constant-sized label
generated by scalable labeling schemes [5,14] in each entry of access histories,
and stores only two labels in each access history in case of programs with nested
parallelism and no other inter-thread coordination. We may monitor programs
in the canonical sequential order to store only one thread label for simultane-
ously active threads. For the programs even with explicit event synchronization,
RaceStand supports a practical technique [9] which restructures the monitored
program to generates the corresponding sequential program which preserves the
semantics of the original program. The detection time consists of two main com-
ponents: the time to perform race detection protocol at each access, and the
time to perform thread labeling on every creation of threads in the execution.
Since each entry of access history is a thread label and every access performs the
protocol that determines logical concurrency with a previous access, the time to
perform race detection protocol mainly depends on the labeling scheme used.

RaceStand is based on two efficient labeling schemes [5,14]: T-BD Labeling
used for all cases of monitored programs, and NR Labeling optimized for the
programs without inter-thread coordination. The time consumed by these two
labeling schemes each depends only on the maximum nesting depth of the pro-
gram that has no inter-thread coordination.

4 The Structure and Interface

We have been developing a web-based RaceStand to make it practical to debug
races in OpenMP programs remotely through client-server relationship between
programmers and RaceStand. Its web interface is implemented with Java Server
Pages (JSP) to serve the user at the client site and execute the commands
received from the client at the server site.

JSP technology enables rapid development of Web-based applications that
are platform independent, and separates the user interface from content gener-
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Fig. 6. The User Interface of RaceStand: Step 5

Fig. 7. The User Interface of RaceStand: Step 6

ation, enabling designers to change the overall page layout without altering the
underlying dynamic content. Using JSP technology, the client programmers can
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Fig. 8. The User Interface of RaceStand: Step 7

debug OpenMP parallel programs at a remote parallel computer without any
additional tool but their web browser.

The RaceStand server invokes a preprocessor to instrument the race-detection
engines into the debugged program, executes the instrumented program to detect
data races, and notifies the results of monitored execution to the RaceStand
client.

For each access to a shared variable, the preprocessor allocates an array to
store one access history for each shared variable. And, at each source location just
before the static reference to read/write to a shared variable, the preprocessor
inserts one of two function calls which inspect and may update the access history
for either race verification or first race detection. The preprocessor also inserts
other function calls to generate thread labels at each location just before the
static operations of fork/join and inter-thread coordination.

To support the intuitive visualization, the preprocessor inserts the corre-
sponding function calls to compute graphic information for displaying thread
structure and its abstraction captured in the execution of program. For source-
level debugging, the preprocessor add a flag variable to hide all of the instru-
mented codes. The set of monitoring functions can be chosen by the user in its
initial debugging session of RaceStand, and generates debugging information on
the detected races during an execution instance of the debugged program. A
report to detected races includes both of the shared variables associated with
the race and the static locations of accesses involved in the race.

RaceStand provide the users with four main menus: the Configurator to
configure detection engines at their own will, the Instrumentor to make object
program instrumented with the selected engines, the Analyzer to execute the
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instrumented program, and the Visualizer to report the detected races with
debugging information either in text or three-dimensional graphs. The six figures
shown Figure 2-7 shows a session instance of six steps displayed at a client site
of RaceStand. Figure 2 shows the first step in RaceStand Configurator, in which
users can upload a source file to be debugged; Figure 3 shows the second step in
Configurator for case that the source file requires a set of header files. Figure 4
shows the third step in Configurator for users to make sure the thread model of
the debugged program which is analyzed by RaceStand to select the appropriate
set of race detection engines. Figure 5 shows the fourth step in Configurator
for users to suggest their priorities in selecting the detection engines in their
scalability of visualization, scalability of performance, and efficiency in required
space or time.

As the fifth step, Figure 6 shows the set of detection engines selected by
RaceStand Instrumentor with reference to both the results of source-code anal-
ysis and user’s selection of analysis properties. As the sixth step, Figure 7 shows
the instrumented source code with the selected engines shown in Figure 6. In the
figure, label fork2 is the declared space to allocate the label space to be con-
sumed by English-Hebrew (EH) Labeling [3]; EHAddChild Label EH () (or
EHAddLock Label EH ()) is the engine call for each forked thread (or critical
section) to generate an EH label; and LCCheckRead () for the read access to
execute the race detection protocol. Figure 8 shows a report of two races as the
final step which is detected during an execution of the instrumented program
shown in Figure 7. In the figure, RaceStand produces three pairs of race com-
ponents each of which is delimited by semi-colons: the source line number of
(locked) read/write access involved in the race, and the values of English and
Hebrew labels stored in the corresponding threads.

5 Conclusions

RaceStand monitors a parallel execution of standard OpenMP program based
on scalably efficient techniques of on-the-fly race detection, and can be accessed
remotely via the web interface of the Internet through the client-server relation-
ship between programmers and RaceStand. Since RaceStand determines during
the monitored execution if a thread’s access to a shared variable is logically con-
current with any previous accesses to this variable and results in a race, it can
not only verify the existence of races but also detect first races for each shared
variable in the programs. We now have a plan to work on extending RaceStand
to include more elaborate facilities that may help users easy to understand the
debugging information and to add to RaceStand more detection engines to be
developed in the future.
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Abstract. Computer systems usually rely on hardware counters and
software instrumentation to acquire performance information about the
cache access behavior. These approaches either provide only limited data
or are restricted in their applicability. This paper introduces a novel ap-
proach based on a hardware cache monitoring facility that exhibits both
the details of traditional software mechanisms and the low–overhead of
hardware counters. More specially, the cache monitor can be combined
with any location of the memory hierarchy and present a detailed view
of the complete memory access behavior of applications. The monitor-
ing concept has been verified using a multiprocessor simulator. Initial
experimental results show its feasibility in terms of hardware design and
functionality with respect to providing comprehensive performance data.

1 Introduction

Within the last decades, both processor and memory speed have been growing
at an exponential rate. Nevertheless, the growth rate of the memory speed is
rather lower, leading to a significant and continously growing gap. Caches, as
fast buffers for reused data, have been introduced to compensate for this. Due to
the complex structure of applications and the memory system, however, the data
stored in caches often can not be reused by the running programs. Cache locality
optimization becomes hence a critical issue for achieving high performance.

A prerequisite for such optimization is performance data that shows the
cache access behavior of applications. Currently, computer systems acquire this
information usually relying on either software profiling and simulation systems
[9] , or hardware counters embedded in modern processors like Intel Pentium
series [6] and Itanium Architecture [5], the IBM PowerPC Architecture [12], and
the DEC/Compaq/Intel Alpha series [3].

The software approaches usually sample a source code or the executables
and record the access information during the execution of a program. These

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 331–345, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



332 J. Tao et al.

systems can provide very detailed performance data and also enable examina-
tion of the access behavior in individual code fragments. However, they are not
generally applicable and lead to large output data sets. The second approach,
the hardware counters, on the other hand, allow precise and low–intrusive on–
line measurements and can provide valuable information about the performance
of critical regions in programs. However, this information is restricted to very
specific, mostly global events like the total number of cache misses or the num-
ber of memory accesses. Information about important performance metrics, like
false sharing, cache line invalidation, cache line replacement, and access pat-
tern, is missing. Therefore, it is not sufficient for a comprehensive analysis and
optimization.

Hence, it is necessary to use a novel approach capable of achieving accurate,
comprehensive performance data, and at the same time not introducing major
overhead or hardware complexity. For this, we have designed a cache monitor
and are currently working on the hardware implementation. This cache monitor
is a flexible device capable of observing the memory traffic on all levels of the
memory hierarchy and collecting detailed information about the cache access
behavior. It can be configured to a variety of working modes at the runtime
and provide different information needed for understanding the various access
patterns of applications and for the selection of appropriate optimization tech-
niques. In order to avoid delivering fine-grained, low-level performance data, a
multilayer software infrastructure has been developed for transforming the orig-
inal monitoring information into a high level abstraction with respect to data
structures. This includes both APIs for address transformation and interfaces
for convenient access of the performance information. In combination with the
software interface, the cache monitor provides, for example:

– Access histograms on individual location or the whole memory hierarchy.
They records the access distribution to the complete working set at granu-
larity of cache lines 1. This gives the user a global overview of the memory
accesses allowing an easy detection of access hotspots.

– Statistics on single events, like cache misses and total references to a specific
memory region or performed inside an individual iteration, loop, or function;
number of cache line replacements within an array; and number of first
references with respect to memory regions, arrays, or code regions. This
allows to find the source causing cache miss and inefficiency.

– Profile of access addresses. Based on this information, accesses at close in-
tervals can be grouped into the same cache line, thus reducing cache misses
caused by first references and also increasing spatial reuse of the cached data.

– Histogram of cache events which records the runtime actions of individual
cache sets in chronological orders. This allows to detect overmapping and
interference misses, helping to prohibit frequent replacement and reloading.

1 In order to reduce monitoring data, a coarse granularity can be specified for creating
histograms showing hotspot regions. These regions can then be monitored at cache
line granularity.
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– Additional information for multiprocessor systems, e.g. information about
false sharing and invalidation behavior. This helps to reduce the number of
cache line invalidations and thereby improve the cache efficiency.

The monitor concept has been verified using a simulation platform that mod-
els both uniprocessor architecture and multiprocessor systems with shared mem-
ory. Experimental results have shown the feasibility and effectiveness of this
hardware design.

The remainder of this paper is organized as follows. Section 2 introduces
common used approaches for acquiring cache performance data. This is followed
by a detailed description of this approach, the cache monitor, in Section 3. In
Section 4 some initial simulation-based experimental results are illustrated. The
paper concludes in Section 5 with a short summary and a few future directions.

2 Related Work

As locality tuning requires information about memory accesses, various ap-
proaches have been developed for collecting performance data with respect to the
memory system. These approaches can be roughly divided into three categories:
compiler-based, simulation-based, and hardware supported.

First, modern compilers trend to transparently optimize data locality during
the compiling time. They usually rely on heuristic analysis and mathematical
frameworks to understand the runtime access pattern. Ghosh et al. [4] present an
example in this area. Within this research work, a framework was developed that
automatically diagnoses the causes of cache misses in a compiler. This framework
is based on the Cache Miss Equations (CMEs), an analytical representation of
cache misses in a loop nest. Besides CMEs, a CME table is used to describe the
loop-level cache behavior and enable an automated diagnosis of the source of
cache misses. The diagnosis is then used to select program transformations that
improve cache performance.

For simulation based schemes, well-known examples are SIP [1] and MemSpy
[8]. SIP (Source Interdependence Profiler) is a profiling tool that uses SimICS
[7], a full-system simulator, to run the applications for collecting cache behavior
data. It then analyzes the acquired data and provides detailed information about
cache usage, such as spatial and temporal use of floating point and integer loads
and stores, cache miss ratios with respect to data structures, and a summary of
the complete statement. MemSpy is a performance monitoring tool designed for
helping programmers to discern memory bottlenecks. It uses cache simulation to
gather detailed memory statistics and then shows frequency and reason of cache
misses.

On the area of hardware, modern processors provide performance counters for
recording important information about the runtime execution. The UltraSPARC
IIi Architecture [10] provides two registers to count up to 20 events like cache
misses, cache stall cycles, floating-point operations, branch mispredictions, and
CPU cycles. The IBM POWER2 [12] has 5 performance counters enabling the
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concurrent monitoring of five events, such as the number of executed instructions,
elapsed cycles, counts and delays associated with cache and TLB misses, and
utilization of the various execution elements. Intel’s Itanium Architecture [5]
offers 8 and Pentium4 [6] even 18 performance counters to allow the collection
of more information, like that about specific instructions and pipeline conflict.

Overall, the compiler-based approaches can analyze the cache access behav-
ior, but can not observe the runtime dynamic access pattern. The simulation
based approaches compensate for this, however, introduce significant overhead
with respect to profiling and are also not generally available. For hardware coun-
ters, only limited performance data about the memory system can be achieved
and details are missing; programmers often have to do hard work in analyzing
the applications in order to understand the code and the data structure. We
therefore design a cache monitor in order to provide the programmers with de-
tailed, understandable, and easy-to-use performance data, and at the same time
hold the hardware properties such as enabling on-line processing with only probe
intrusion.

3 The Cache Monitor

The goal of this hardware monitor is to deliver comprehensive cache performance
data that not only shows the various aspects of cache access behavior but also
is easy to use, e.g. in the form of statistics and at high-level in terms of data
structures. We achieve these features with both flexible hardware design and a
multi-layer software infrastructure.

3.1 Hardware Design

The hardware monitor, as shown in Figure 1, consists of four modules: monitor
control, bus interface, counter module, and the memory transfer buffer. The
monitor control is the user interface of the monitor. The bus interface is the
connection to a bus system and responsible for acquiring data about bus traffic.
The data is then handed on to the counter module, which is responsible for
keeping track of those events that relate to the parameters defined by the user.
The data can then be transferred to a user-defined ring buffer in main memory
(Data-Buffer) through the memory transfer buffer. The memory transfer buffer
forms bundles of several event data and enables e.g. the utilization of memory
burst write accesses to reduce monitoring influence on observed systems.

Monitor Control Component (MCC). Figure 2 shows the structure of the
Monitor Control Component. For monitor configuration four registers are de-
ployed. Two of them are used for communication with the monitor, while the
others are related with the user-defined ring buffer in the main memory.

The first register defines a time stamp and some control and configuration
parameters. Time Stamp is a simple counter incremented when a monitoring
event is written to the memory transfer buffer. It can be used for event ordering.
Control parameters are used to reset, start, flush, and suspend the monitoring.
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The last parameter, the configuration bits, contains both specifications for en-
abling/disabling individual cache levels (up to 5) and for activating the dynamic
working mode of the hardware monitor.

The second register defines a few bits reflecting the states of the MESI pro-
tocol. This is an extension for monitoring cache behavior with regard to cache
line states and can be used to understand the cache coherence protocols.

The last two registers, RegionStartPtr & RegionEndPtr, specify two inde-
pendent address regions of interest. Accesses out of these regions will be ignored
by the event filter. By a null value, the whole address space is monitored.

As can be seen in Figure 2, these registers are organized in rows and columns.
To achieve greater flexibility, an additional bit field, called level, is introduced.
This allows to couple more than one counter module to a single monitor control
component.

Fig. 1. The cache monitor on the top level

Main Memory Ring Buffer. In order to observe all memory accesses with
limited registers, a ring buffer is maintained in the main memory for monitoring
data delivered from the hardware. Two registers in the MCC, BufferStartPtr and
BufferEndPtr, serve as pointers of the ring buffer. Each time a monitoring data
is written to the ring buffer, the BufferStartPtr is incremented. If BufferStartPtr
is equal to BufferEndPtr, an interrupt is created and delivered to the software
layer for clearing the ring buffer for further use.

Counter Module and the Two Working Modes. The cache monitor can
be configured to one of two working modes: static and dynamic. The former only
triggers predefined events and can be used to monitor specific memory regions.
The latter implements a histogram-driven monitoring, in which the counting is
not controlled by events, but rather all events can be traced. This mode can
hence be used for generating complete access histograms.
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Fig. 2. The Monitor Control Component

Correspondingly, the counter module consists of two groups of counters, each
for a single working mode. If the static mode is selected, the static counter array
(SCA) is active. Otherwise the dynamic counter array (DCA) is chosen.

The static mode is event-based sampling, where users define events and the
monitor counts the occurrence of these events. An event is actually a group of
memory accesses performed on a specific memory region. It is defined with an
address range and a transaction type. By each memory access the hardware
monitor compares both the access address and type with the predefined events.
In case of a matching, the memory access is stored as an event in SCA.

Fig. 3. Static (left) and dynamic (right) counter array

Figure 3 (left) illustrates the structure of the static counter array. It is com-
prised of several registers, again organized in the form of rows and columns.
While rows 0-7 are reserved for user-defined settings, the others are used to



Comprehensive Cache Inspection with Hardware Monitors 337

store information about the monitored events. These registers can be configured
using the following parameters:

– DataAddr: start address of the monitored event.
– InstrAddr: start address of an optional instruction region that issues the

event.
– DataWidth (DW): width of the event-related data region.
– InstrWidth (IW): width of the instruction region.
– Threshold (Thres): optional threshold for restricting the maximal count of

the corresponding event.
– Cfg: configuration flags, where InstrMode for activating instruction region

observation, Start for activating the corresponding counter, ReadWrite for
specifying access type, and MissHit for selecting miss/hit events.

– Counter: the event counter.

Figure 3 (right) also illustrates the organization of the dynamic counter array.
As shown in the bottom of this figure, each counter (from Row 8) can be used
to store information concerning a single event, including instruction address
(InstrAddr), access address (Addr), and the counting to the event. In addition,
an MSI (Mode Specific Information) field is combined with each counter for
submodes to store additional information.

As mentioned, the dynamic mode supports submodes in order to enable vari-
ous functions and allow the generation of different monitoring data. For example,
submode0 observes all data accesses performed at runtime. In order to sort and
categorize various events, it uses MSI to store the time stamp and transaction
type for each event. Besides this submode, the dynamic monitoring supports an-
other three submodes, where submode1 enables the observation of instructions
and instruction groups in relation to their memory access behavior, submode2
traces the instruction addresses of applications, and submode3 counts cache hits
on individual cache lines between two single invalidations and is specially de-
signed for improving cache coherence protocols. Overall, each submode aims
at creating different monitoring data for various need with respect to locality
optimization.

In addition, the monitoring concept provides a dynamic granularity control,
where the tracing unit can be configured. This allows to monitor single words
for e.g. detecting false sharing and also enables the aggregation of neighboring
events in case of access histograms where fine granularity is not required. For this
granularity control the counter 0 in the dynamic counter array provides a field
“Granularity” to store a user–definable parameter that specifies the maximal
range of addresses which are allowed to be combined. In addition, counter 0 also
defines granularity for optional address observation (AddrGran) and for masking
single instructions or whole instruction groups (InstrMask).

3.2 Software Infrastructure

The monitoring data directly delivered by the cache monitor is low-level, fine-
grained, and based on physical addresses. It can hence not be provided to users
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who need high-level abstractions to reason about cache misses and to understand
the access pattern of applications. For this, a software infrastructure has been
designed.

As illustrated in Figure 4, the software infrastructure contains several layers,
each processing a step further of the monitoring information. As mentioned,
the original monitoring data is stored in the ring buffer in main memory. From
there, the data is first processed by the low level API of the hardware monitor.
Within this step, data is sorted and then a histogram chain is generated that
stores the monitoring data in the order of memory blocks in cache line size, so
called memory lines. In addition, the low level monitor API also combines the
monitoring data from different monitors and probably different processors, and
translates physical addresses to virtual ones.

Processor 0 Processor 1 Processor n

Monitors 0 Monitors 1 Monitors n......
......

Hardware

Software

ePAPI

Message Request Interface (MRI)

Applications

Automated Performance Optimizer

...

Lo
w

−l
ev

el
 m

on
ito

r A
PI

Ring buffers

Histogram chain

Fig. 4. Software framework for data processing

On top of the monitor API, the ePAPI library further processes the monitor-
ing data into statistical forms such as total number of single events and access
histograms. Finally, the Monitoring Request Interface (MRI) maps the virtual
addresses into data structures using the context table provided by some com-
pilers or using the debugging information. Also from this component, the final
high-level data abstraction is delivered to performance tools and applications for
performance analysis.

As the primary data processing component, ePAPI provides a set of func-
tions not only for data processing but also for configuration of the monitoring
hardware. Similar to the PAPI [2] library for hardware counters, ePAPI is ca-
pable of generating statistical numbers on individual events like cache hits and
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misses. Besides this, ePAPI generates access histograms recording the occur-
rence of single events over the complete working set. These histograms can be
used to find critical regions where individual metrics, like cache locality, show a
poor performance. In addition, ePAPI provides functions for analyzing the access
addresses and invalidation operations. These functions can be used to provide
address groups and to create invalidation sequences, which are needed in address
grouping and false sharing detection.

As an information request interface, the main function of MRI is to allow tools
and applications to specify runtime requests that hold definitions of the required
information, like information type, source code region, and the concerned data
structure. The runtime information type can be individual events and access
histograms in combination with program regions. Typical program regions are
program units, loops, parallel regions, and function call sites. According to the
requests, MRI calls appropriate ePAPI functions and delivers information to the
consumer in a push and pull fashion.

4 Verification of the Hardware Design and Functionality

In order to evaluate the hardware concept, the cache monitor has been sim-
ulated with a monitor simulator. This component closely models the hardware
details and the working principles. The monitor simulator is then combined with
an existing multiprocessor simulator SIMT [11], which simulates the execution
of serial and parallel applications on SMP/NUMA architectures and generates
events like cache hits/misses, replacements, and cache line invalidations.

The applications used for the following experiments are from the SPLASH-II
Benchmarks suite [13]. This includes a Fast Fourier Transformation (FFT), an
LU-decomposition for dense matrices (LU), an integer radix sort (RADIX), the
OCEAN code for simulation of large scale ocean movements, and the WATER
code for evaluating water molecule systems. We use these applications to deter-
mine hardware parameters like the number of registers in the counter arrays, and
to verify the feasibility of the cache monitor in terms of providing performance
data. All applications were simulated using their default working set size.

Events Interval. An important design issue with a cache monitor is to know
how fast it has to process an event or how many registers have to be provided
as store buffer, in order to guarantee that no event is missing, especially for
the histogram-driven dynamic working mode. This parameter depends on the
frequency of events issued at the runtime. Using the simulation platform we
have measured the interval between two events. Figure 5 shows the results.

We divided the events into four groups: those with intervals less than 5 CPU
cycles, intervals between 5 and 9 cycles, intervals between 10 and 14 cycles,
and intervals greater than 14 cycles. We first measured the number of events
within each group and then computed the percentage. As shown in Figure 5,
for all applications 20–30% of the total events lie in the third group, i.e. with
intervals between 10 and 14 CPU cycles. This indicates that the cache monitor
can probably directly process these events without buffering. However, it can
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Fig. 6. Flushes of the dynamic counter array with different number of registers

Fig. 7. Combined memory access histogram of WATER

Figure 7 illustrates a sample histogram with WATER, which shows the com-
bined data for all monitors on a memory hierarchy with two level caches. The
x-axis of this figure presents the first 100 memory lines of the complete working
set and the y-axis presents the number of accesses performed on each memory
line. These accesses can be either an L1 hit, an L2 hit, or have to be performed
in the main memory. As can be seen, most memory references can be found in
the caches, however, for this concrete example there also exists memory regions
with a high access rate of the main memory.

In summary, the access histogram enables a direct observation of distinct
memory access behaviors within a single code. This allows to find access hot
spots, forming the first step towards cache optimization.
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Figure 8 shows the memory access distribution of the complete matrix before
(left diagram) and after (right diagram) optimizations. For a better observation
of the different behavior with the cache and the memory, the second level cache
is disabled within this experiment. Both diagrams in the figure show the absolute
number of access hits on both L1 and the main memory, with the L1 hits on
the bottom and the memory hits on the top. It can be clearly seen that less
references are performed on the main memory for the optimized version. This
again proves the feasibility of the cache monitor, since it directs the users to the
correct point where optimizations are needed.

False Sharing. For shared memory multiprocessor systems, cache line invalida-
tion is a critical issue causing cache misses. Such invalidations, however, could
be unnecessary. A specific case is false sharing, where a cache line on a processor
is invalidated because another processor has modified a word of the same data
copy, but the processor needs a different word within the cache block. In this
case, the cache line has not to be invalidated.

For supporting the optimization with respect to false sharing, the cache mon-
itor provides event profile that records the histogram of memory operations in a
serial order. This allows its API to compare the target of a shared write with all
following shared reads thus to detect false sharing. Table 1 shows the statistics
reported by the cache monitor API. This result was acquired by simulating all
applications on a 32-node multiprocessor system.

We have measured the number of false sharing for four different cache co-
herence protocols. MESI is a common used scheme for hardware-based shared
memory machines. This scheme performs cache line invalidation by each write
operation to shared data. FULL is a kind of release consistency model usually de-
ployed on systems with distributed shared memory. This scheme performs whole
cache invalidation at each synchronization event like lock and barrier. OPT is
an optimal scheme that invalidates a cache line by a read operation and only
when the accessed cache line has been modified. SCOPE is an optimized version
of FULL, where only the cache lines holding remote data are invalidated rather
than the complete cache. In principle, OPT should performs better than MESI,
MESI better than FULL, and SCOPE better than FULL.

Table 1 depicts the absolute number of total invalidations and false sharing of
them. It can be observed that applications vary in this behavior. For FFT, 40%
of the invalidations with MESI are false sharing, 50% with OPT, and even 78%
with SCOPE. For the FULL scheme, it is senseless to compute this proportion
because most validations are performed on invalid cache lines. However, more
false sharing can be observed with this protocol. LU performs better than FFT
with a slight percentage of false sharing, e.g. 3% with MESI. RADIX reports the
highest false sharing (65% with MESI) and the other two applications perform
better than RADIX and FFT.

Overall, the experimental results indicate that for most applications opti-
mization with false sharing is necessary in order to alleviate cache misses. For
this the cache monitor provides required data for analysis.
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5 Conclusions

This paper introduces the design and working principles of a hardware monitor
for observing the access behavior of caches. This monitor is comprised of control
registers and counter arrays for hardware configurations and monitoring data. It
can be configured into a static mode for event triggering and action processing on
special memory regions of interest, and a dynamic mode for providing fine-grain
monitoring statistics across the complete application’s working set. In addition,
the cache monitor is capable of supplying different performance data allowing the
adaptation to various cache optimization techniques. The design of the hardware
monitor has been evaluated using simulation and the results have shown the
feasibility and effectiveness of the monitoring approach.

In the next step of this research work, the hardware will be implemented
using FPGAs. In addition, performance tools will be developed for supporting
the locality optimization. This includes a visualizer that shows the cache be-
havior in graphical views and an automatic optimizer that improves the cache
performance transparently at runtime. The latter forms a base for building au-
tonomous systems.
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Abstract. Constructing an evolutionary tree has many techniques, and usually 
biologists use distance matrix on this activity. The evolutionary tree can assist 
in taxonomy for biologists to analyze the phylogeny. In this paper, we specifi-
cally employ the compact sets to convert the original matrix into several small 
matrices for constructing evolutionary tree in parallel. By the properties of 
compact sets, we do not spend much time and do keep the correct relations 
among species. Besides, we adopt both Human Mitochondrial DNAs and ran-
domly generated matrix as input data in the experiments. In comparison with 
conventional technique, the experimental results show that utilizing compact 
sets can definitely construct the evolutionary tree in a reasonable time.  
Keywords: computational biology, evolutionary tree, compact sets, branch-and-
bound. 

1   Introduction1 

An evolutionary tree is a model of evolutional histories for a set of species. It is an 
important and fundamental model in bioinformatical field to observe livening species. 
A meaning evolutionary tree enhances biologists to evaluate the relationship of a set 
of species in taxonomy. Hence, many methods have been proposed to construct the 
evolutionary tree. 

The majority of these methods are all based on two models, i.e., the sequences and 
a distance matrix. In the sequences model, they do multiple sequence alignment 
(MSA) for a set of species with corresponding DNA sequence first. Then an evolu-
tionary tree is constructed according to the MSA result. However, the MSA problem 
is NP-hard. In a distance matrix model, they determine the distance as the edit dis-
tance for any two of species first. Then these distances are formed as a distance ma-
trix. Finally, an evolutionary tree is constructed according to a distance matrix. Unfor-
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tunately, it is also an NP-hard problem to construct a minimum cost evolutionary tree 
from a distance matrix. 

A category of evolutionary tree called ultrametric tree (UT) assumes that the rate of 
evolution is constant. An UT is a rooted and edge weighted binary tree in which every 
internal node has the same path length to all the leaves in its sub tree. The minimum 
UT for a distance matrix is an UT that the distance between any pair of leaves on the 
tree is no less than the given distance and the total weight on the tree edges is mini-
mized. 

In the distance matrix, shown in figure 1, each value represents the distance be-
tween two species. The distance matrix D is symmetric, i.e. for all 0 ≤  i ≤  n, D[i,i] = 
0. Also, the matrix D follows the triangle inequality, i.e. for all 1 ≤  i, j, k ≤  n, D[i,j] 
+ D[j,k] ≥  D[i,k]. 

V 1

V 1

V 2

V 2

V 3

V 3 V 4

V 4

V 5

V 5

V 6

V 6

0    3  1    1 2  6   1 3
0    7  9    5  1 6

0    1 1  4   1 5
0   1 4 2

0 8
0  

Fig. 1. An example of distance matrix 

Some studies on constructing optimal evolutionary tree have been proven to be an 
NP-hard problem [3, 4, 6, 8, 9, 15]. The scientists could use the branch-and-bound 
technique to construct optimal evolutionary tree in a reasonable time [12] when the 
number of species is small. Although the branch-and-bound algorithm would detect 
an optimal solution, such capacities cannot effectively support the optimal evolution-
ary tree construction when the number of species exceeds 26.  
   In this paper, we specifically utilize the compact sets to convert the distance matrix 
into several small matrices for constructing an UT in parallel. We can not only obtain 
nearly optimal evolutionary tree but also keep the precise relations among species 
through compact sets by the property - the least common ancestor [14]. Of such an 
advantage, our work might contribute to the findings on the phylogeny.  

The rest of the paper is organized as follows: section 2 proposes some preliminar-
ies. Section 3 describes the methods for constructing the ultrametric tree in detail. The 
experimental results are presented in section 4. Finally, the conclusion is placed in 
section 5. 

2   Preliminaries 

An ultrametric tree is a rooted, leaf labeled binary tree, and each edge associates with 
a distance cost. The length from root to any leaf is equal. We can construct an UT 
through a distance matrix D representing a complete, weighted and undirected graph 
G. The graph G = (V, E) includes vertices V and edges E. We give some definitions 
below: 
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Definition 1.  Assume that P is a given topology and i, j∈L(P). LCA(i,j) represents 
the lowest common ancestor of i and j. Assume a and b are two vertices in P, we de-
note a → b if and only if a is an ancestor of b. 

Definition 2. Assume P is a tree topology. R(P) is a relation - {(i,j,k}|a,b,c∈  L(P), 
LCA(i,k)=LCA(j,k) → LCA(i,j)}.  

The compact set has been extensively studied [5] but have not been applied to the 
evolutionary tree construction problem. We will list some properties of compact sets 
below: 

Lemma 1: Assume compact sets  exist in a tree T including elements i, j and k. The 
compact sets must satisfy a relation  least common ancestor. If and only if the rela-
tions ((i, j), k) and LCA(i, j) < LCA(i, k) = LCA(j, k) exist, then there is an adjacency 
relation in T like figure 2. 

Lemma 2: Let C be a subset of vertices V. If C is compact, then the maximum edge 
in C should be smaller than any edges between an element in C and that in V but not 
in C. 

Lemma 3: Let A and B be two different compact sets of V1. If A and B have intersec-
tion, then either A ⊂ B or B ⊂ A[5]. 

Lemma 4: If sub graph g is compact set, then the sub tree in g also belongs to the 

minimum spanning treeT . 

i j k
 

Fig. 2. An example of least common ancestor    

3   Proposed Solutions 

To construct nearly optimal UT for mass spices in reasonable time, we utilize the idea 
of compact set in our work. Firstly, we will find the compact sets from distance ma-
trix D and explore them to create several small distance matrices D’. Then we input 
the smaller distance matrices D’ to parallel branch-and-bound algorithm. Finally we 
can obtain sub trees T’ and merge them into an ultrametric tree T. We describe the de-
tails in the subsection. 

3.1   Compact Sets 

As above, we explore compact sets to separate the distance matrix D into several 
small distance matrices D’. If the elements in a subset S of X are closer than those out-
side S but in X, then S is a compact set. Also we could continuously find compact sets 
in S until exploring all sub sets. In this work we can find all the compact sets to clas-
sify the organisms by collecting the more relative species on the graph[17]. The found 
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found groups will keep the correct relations and could conduce to analyze the phylog-
eny. Thus we utilize compact sets to construct a more precise ultrametric tree. 

Initially we must find the minimum cost spanning tree to converge the closest 
groups and can probe the elements inside each group to discover all the compact sets. 
Take the figure 3 for example; if using the Kruskal’s algorithm, we can locate a 

minimum spanning tree T like figure 4, and the compact sets are 
{(1,3),(4,6),(1,2,3,5)}. We will continue using the algorithm below to verify the sub-

sets in T  to discover all the compact sets. 
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Fig. 3. The complete, weighted, undirected graph                Fig. 4. The minimum spanning tree  

Algorithm Compact Sets 
Input: A graph G = (V, E) with the vertex set V ={V1,  
       V2, …, Vn} and edge set E. Each edge has a weight. 
Output: All of the compact sets on the graph G.  

Step 1. Find the minimum spanning tree T  on the graph 
        G. )     //here we use Kruskal’s algorithm.  

Step 2. Sort the edges in T  in ascending order, which is 
        marked as (e1, e2, …, en-1).  
Step 3. P ← {{V1}, {V2,…,Vn}. 
Step 4. for i := 1 to n-2 
        { 
         1. Let a and b to be the end vertices of edge 
            ei, i.e., ei = (a, b).  
         2. Find A, B in P such that a belongs to A and b 
            belongs to B 
         3. A ← merge A and B 
         4. Delete B from P 
         5. Find the maximum edge in A, denoted Max(A). 
         6. Find the minimum edge between a vertex in A 
            and a vertex not in A, denoted Min(A, !A). 
         7. If Max(A) < Min(A, !A), then A is a compact 
            set. 
}  

According to the algorithm, the order of edges is (1, 3), (4, 6), (1, 2), (3, 5) and (5, 6) 

after sorting by the weights. The population P includes all the vertices in T , i.e. P = 
{(1), (2), (3), (4), (5), (6)}. We will firstly merge (1) and (3) together while coming to 
step 4. After the mergence, the P becomes {(1, 3), (2), (4), (5), (6)}. Continuously, we 
will find compact sets, (1, 3) and (4, 6). Worthy to be noticed is when we merge (1, 2) 
with (1, 3), we must examine if (1, 2, 3) satisfies the lemma 2. The maximum distance 
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in (1, 2, 3) is less than the minimum distance between vertices in (1, 2, 3) and (4, 5, 
6). Thus, (1, 2, 3) is a compact set. In the end, all the compact sets are (1, 3), (4, 6), 
(1, 2, 3) and (1, 2, 3, 5) like figure 5. 

1

2

3

4

5

6

C 1

C 2

C 3
C 4

 

Fig. 5. Compact sets for the example 

We then create several small distance matrices D’ of three types which differ in the 
distance lengths stored in D’. These three matrices separately called maximum, mini-
mum, and average. In this paper, we only study the ultrametric tree constructed from 
maximum matrix. The construction procedure is as follows. While creating the maxi-
mum matrix of C4, we will examine the distances between elements in C4, i.e. (C1, C3, 
5). When considering C3 and (5), we must select the maximum distance, which is 6, 
between (5) and any element in C3, i.e. (1), (3) or (2). The resulted maximum matrix 
of C4 shows in figure 7. 

We shall discuss a situation that if there more than oneT exists. In the previous 

step when findingT , we need to examine and will obtain another T while replacing 

the edge of T  with that holding the same weight on the graph. Indeed the new 

T should satisfy all conditions after the replacement. Figure 7(a) and (b) provides an 

example that twoT s coexist in a graph. 
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Fig. 6. Maximum matrix of C4                             Fig. 7. Two minimum spanning trees in a graph 

We can keep the precise relations among species by discovering all the compact 
sets on the graph. Thus we could ensure the relationship of every species in the ul-
trametric tree is precisely preserved by the characteristics of compact set. Then we 
can use the parallel branch-and-bound technique to construct an ultrametric tree from 
the small matrices D’. The following is an introduction to parallel branch-and-bound 
technique. 

3.2   Parallel Branch-and-Bound Algorithm 

We input several small distance matrices D’ to the parallel branch-and-bound algo-
rithm to find sub trees T’. Branch-and-bound algorithm is an efficient tree search  
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algorithm for NP-hard problems. Some results about ultrametric trees have been pro-
posed in [2]. In the previous researches, Wu et al., [19] had proposed a sequential 
branch-and-bound algorithm to construct minimum ultrametric trees from distance 
matrices. 

For the parallel branch-and-bound algorithm, we utilize a heuristic algorithm 
UPGMM (Unweighted Pair Group Method with Maximum), which is altered from al-
gorithm UPGMA [15], to find the cost values as bound values in our algorithm. If any 
computing nodes are notified that the branching unable to create any better solution, 
we then remove the branch. Compared with the single processor system, the solution 
space in the multi-processor system will decrease greatly. Thus, the parallel branch-
and-bound algorithm could achieve super-leaner speedup. 

The parallel branch-and-bound algorithm in the master and slave paradigm is listed 
as follows. 

Parallel Branch-and-Bound Algorithm 
Input: An n * n distance matrix D. 
Output: The minimum ultrametric tree for D. 
Step 1: Master control node re-label the species such 
        that (1, 2, …, n) is a maxmin permutation. 
Step 2: Master control node creates the root of the BBT 
        (branch-and-bound Tree). 
Step 3: Master control node run UPGMM and using the 
        result as the initial UB (upper bound). 
Step 4: Master control node branches the BBT until the 
        branched BBT reach 2 times of total nodes in 
        the computing environment. 
Step 5: Master control node broadcasts the global UB 
        and send the sorted matrix the nodes cycli-
cally. 
Step 6: while number of UTs in LP (Local Pools) > 0 or 
        number of UTs in GP (Global Pools) > 0 do 
 if number of UTs in LP = 0 then 
  if number of UTs in GP <> 0 then 
   receive UTs from GP 
  end if 
 end if  
 v = get the tree for branch using DFS 
 if LB(v) > UB then 
  continue 
 end if 
 insert next species to v and branch it 
 if v branched completed then 
  if LB (v) < UB then 
   update the GUB (Global Upper Bound) to 
            every nodes  
   add the v to results set 
  end if 
 end if 
 if number of UTs in GP = 0 then 
  send the last UT in sorted LP to GP 
 end if 
        end while 
Step 7: Gather all solutions from each node and output. 
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When obtaining the sub tree T’ from the small matrix D’, each node will return it 
to the master control node. Finally, the master control node will merge all the sub 
trees T’ into the ultrametric tree T. 

4   The Experimental Results 

The experimental environment is built by a Linux-based cluster incorporating one 
master control node and 16 computational nodes. Computational nodes have the same 
hardware specification and connect with each other at 100Mbps and 1Gbs to server. 
Human Mitochondrial DNAs and randomly generated species matrix are the data in-
stances stored in the distance matrix. The experiments will process in two conditions: 
To construct ultrametric tree (1) with application of compact sets and (2) without util-
izing compact sets. We will compare the differences in computing time and total tree 
cost. We can find compact sets on a graph and determine the maximum distances of 
elements in each compact set as the total tree cost while considering the ultrametric 
tree based on maximum matrix. The following experimental results of compact sets 
are shown based on the data of maximum matrix. 
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As the experiments on the randomly generated sequences, the averages computing 
time is shown in figure 8. Figure 8 illustrates the more species the more computing 
time we spend. In comparison with the method without applying compact set, the 
most time we save is about 99.7% and the least is 77.19% while using compact sets. 
Also we present the differences in cost between condition 1 and 2 in figure 9 and the 
results are based on randomly generated sequences. Figure 9 illustrates the total tree 
costs under two conditions are almost equal and the difference is less than 5%.  

As the experiments on Human Mitochondrial DNAs, we use 15 data set containing 
26 species for each and the total tree cost is presented in figure 10. The results show 
the maximum difference is 1.5%. In other words, the results demonstrate compact sets 
have the same effect not only on generated sequences but also on Human Mitochon-
drial DNAs. Figure 11 shows the computing time. Using compact sets can definitely 
save time but unexpectedly the experiments without compact sets also take little time 
except the last data. 

We also experiment with 30 DNAs and figure 12 represents the costs of 10 data set 
each including 30 DNAs. As figure 12, using compact sets could keep the cost down 
when we experiment on 30 DNAs as well as generated data or 26 DNAs. According 
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to figure 13, for computing time, the performances of the experiments on both 26 and 
30 DNAs are alike. 
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     Fig. 12. The total tree cost of 30 DNAs             Fig. 13. The computing time of 30 DNAs 

No matter how many species on which we experiment, the computing speed is still 
extremely rapid without using compact sets. Although the experiments using compact 
sets do not take much less time, we suppose the phenomenon is relevant to the popu-
lation of the data. The computing time resulted from the experiment with randomly 
generated data can be a reference for any circumstance. 

5   The Conclusions 

In this paper, we employ the compact sets to convert the original matrix into several 
small matrices for constructing ultrametric tree in parallel. Of the compact sets, the 
precise phylogeny remains and facilitates biologists to analyze the species in taxon-
omy. Although we experiment with both Human Mitochondrial DNAs and randomly 
generated sequences, the results from generated data can represent any real instance. 
Therefore our technique could be applied in any condition. 
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Abstract. This paper describes and evaluates a coarse-grained parallel 
computational approach to identifying rare evolutionary events often referred to 
as "horizontal gene transfers". Unlike classical genetic evolution, in which 
variations in genes accumulate gradually within and among species, horizontal 
transfer events result in a set of potentially important genes which "jump" 
directly from the genetic material of one species to another. Such genes, known 
as xenologs, appear as anomalies when phylogenetic trees are compared for 
normal and xenologous genes from the same sets of species. However, this has 
not been previously possible due to a lack of data and computational capacity. 
With the availability of large numbers of computer clusters, as well as genomic 
sequence from more than 2,000 species containing as many as 35,000 genes 
each, and trillions of sequence nucleotides in all, the possibility exists to 
examine "clusters" of genes using phylogenetic tree "similarity" as a distance 
metric. The full version of this problem requires years of CPU time, yet only 
makes modest IPC and memory demands; thus, it is an ideal candidate for a 
grid computing approach. This paper describes such a solution and preliminary 
benchmarking results that show a reduction in total execution time from 
approximately two years to less than two weeks. Finally, we report on several 
trade-off issues in various partitions of the problem across WAN nodes, and 
LAN/WAN networks of tightly coupled computing clusters. 

1   Introduction 

The mass availability of trillions of nucleotides of genomic sequence from more than 
2,000 species containing as many as 35,000 genes each, makes it possible to pose 
biological and biomedical questions that just a few years ago would have been 
inconceivable. However, without large-scale parallel computational power, it would 
still be infeasible to practically address and answer these same questions. These two 
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necessary elements have met in a number of fascinating settings within the genomics 
and bioinformatics communities; this paper describes a grid-parallelizable [1] 
algorithm and implementation called XenoCluster which addresses one such setting 
known as horizontal gene transfer. In addition, general issues facing the use of 
heterogeneous networks for such problems are addressed. The result of XenoCluster 
will be to identify genes in a species which are candidate xenologs -- or genes that 
were introduced into a species by horizontal gene transfer, rather than by random 
mutation and natural selection. The underlying methods employed to detect xenologs 
are proven methods, used by biologists on small sets of species and genes for decades. 
This paper is reporting on a scaled implementation for benchmark purposes. The 
ultimate goal of this work is to develop a robust, grid-deployed version to identify 
xenolog candidates to be verified with traditional biological means. Our benchmark 
results show that it is possible to efficiently harness more than 2,048 processors 
organized in a heterogeneous grid of modest sized compute clusters to reduce the 
overall computation time of a typical problem setting from more than 2 years to 
roughly 12 days. Our work is continuing in the development of new parallel methods 
to allow even more efficient implementation of XenoCluster on larger numbers of 
processors, as well as a generic grid implementation using emerging grid computing 
platforms such as BIRN [2], Globus [3], or other OGSA [4] platforms. 

2   Background and Related Work 

2.1   Biological Background 

Typical genes are transferred through lineages, from one generation to the next within 
a species. However, an alternate form of “inheritance” is possible in which genetic 
material crosses species boundaries. This form of inheritance is termed horizontal 
gene transfer. This may occur from a single gene transferred via a viral vector, or 
through an endosymbiotic event resulting in the acquisition of an entire genome. Such 
events are generally accepted theories throughout evolution (e.g., eukaryotic 
acquisition of mitochondria via an endosymbiosis of blue-green algae). Thus the 
ability to identify patterns of horizontal gene transfer can increase our understanding 
of the evolution of species and the structure of the tree of life. 

General features of horizontal gene transfer include higher inter-species sequence 
similarity between two taxa (species) that are in different clades (branches) of the 
consensus tree. To accomplish this, a broad set of species must be sampled. Ideally all 
species for which gene sequence is available would be utilized. The limiting factors 
are thus the availability of sequence for a large number of taxa, sampled across a 
broad set of phyla, and the capability to harness sufficient computational power to 
identify orthologous sequences, construct phylogenetic trees for each orthologous set 
of genes, and then compare the trees derived from each orthologous set to identify 
“non-consensus” inheritance patterns. 

2.2   Computational Background 

Several operations are necessary to identify horizontal gene transfers, or other 
anomalous gene inheritance events. First, orthologous sequences must be identified. 
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Orthologs are the same gene in different species (e.g., hemoglobin alpha in human 
and mouse). Next these sequences must be aligned, and phylogenetic trees created. 
Finally, the tree structures are compared to identify atypical patterns of inheritance. 

There are several computational methods for determining orthology. The most 
commonly accepted method is based upon a strongly connected graph constructed of 
nodes representing genes across species in which each element is more similar to the 
others in the set than to genes from outside the set. In graph theoretical terms, this is 
analogous to a strongly connected component. In practice, this definition may be 
performed in an NxN comparison of all sequences to all other sequences or it may be 
performed using a “root” species upon which all other comparisons are based. The 
latter method is known as a Star multi-alignment, and is the only computationally 
feasible method for moderate to large numbers of sequences. 

Additionally, there are several previously generated set of orthologs publicly 
available. These include COG (Clusters of Orthologous Groups), and KOG 
(Eukaryotic Orthologous Groups) from NCBI [5], as well as OrthoMCL [6] from the 
University of Pennsylvania and EGO Eukaryotic Gene Orthologs; [7] from TIGR. 
The primary limitation on each of these data sets is the scope of sequences utilized in 
the construction. OrthoMCL only includes the genes from 10 specific well-curated 
species. The method described in this paper presents a more dynamic version that 
incorporates sequences from all organisms available in the NCBI’s non-redundant 
amino acid database (NR). 

Phylogenetic analysis allows determination of the most likely pattern of inheritance 
of a gene. In other words, it estimates the evolutionary relationship between the 
species for which orthologous sequences of the same gene (or set of genes) are 
available. Such analyses may be done with either nucleotide or amino acid sequences, 
and yield a phylogenetic tree. Dendrograms are the most frequently used 
representation of a phylogenetic tree. After a phylogenetic tree has been created, its 
structure is evaluated through repeated construction of trees based upon randomly 
reconstructing replicate data sets based upon the original data set. Programs such as 
PHYLIP [8] and PAUP [9] are commonly used to construct phylogenetic trees, based 
upon an aligned set of orthologous sequences. Both programs support multiple 
construction methods, including distance-based construction as well as maximum 
likelihood-based construction methods. 

3   Approach and Methods 

In this section, we present an outline of the computational methods needed to solve 
this problem in general, and then discuss the way in which this solution may be 
parallelized for a grid of clusters solution in heterogeneous-latency networks. The 
algorithm is divided into 3 major phases: 

1. Identification of a maximal set of orthologous genes. 
2. Generation of phylogenetic trees resulting from orthologous groups. 
3. Clustering of these trees into groups corresponding to genes which show 

consistent evolutionary behavior. 

In phase 1, it is necessary to identify potential homologous genes for every gene in 
the union of a complex set of 1000s of species. This is accomplished by BLASTing 
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[10] each gene against the set of all known genes in all species, and then performing a 
reciprocal BLAST operation to verify that the best hit for each gene hits the original 
gene with the highest rank score. This becomes the base set of orthologous gene 
groups to be used in phase 2 among which xenologs may be identified. The second 
phase involves the sequence trimming and multiple alignment of all members of each 
of the orthologous gene groups, followed by the automated generation of a 
phylogenetic tree for each aligned group. The final phase performs an all-pairs 
distance analysis of phylogenetic trees for all gene groups, and then uses a clustering 
technique to identify maximal sets of trees, which represent sets of genes which share 
a common evolutionary history. This two-level clustering is illustrated by the tree of 
trees figure shown in Figure 1.  

Gene 1

Species A

Species C

Species B

Gene 2

Species A

Species B

Species C

Gene 3

Species B

Species A

Species C

 

Fig. 1. An illustration of the clustering of phylogenetic trees. The overall tree is partitioning 
based on genes, and each tree at a leaf node represents a tree of species based on the genes in a 
single orthologous group. Leaves that are “close” together are similar based on common 
patterns of evolutionary descent 

Relatively small clusters of genes (shown as trees grouped together as leaves of the 
main tree) are likely to implicate xenologs, and would eventually need to be verified 
by closer biological examination. 

Important design details of the procedure outlined above are presented in the 
following sections, and are illustrated summarily in Figure 2. 

3.1   Orthologous Set Identification 

Ortholog identification was performed using the COE (Computational Orthology 
Engine) system, developed at the University of Iowa. COE identifies orthologous 
sequence groups using a reciprocal best-alignment strategy. Each mRNA RefSeq [11] 
sequence for a base species was BLASTed against NCBI’s non-redundant amino acid 
database.   

For each BLAST result, the top hit of each species was selected, if and only if it 
met a stringent quality threshold criterion. The threshold criteria included 
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Fig. 2. A detailed flowchart of the XenoCluster approach 

minimum length of matching region, alignment score and statistical significance (e-
value). If these criteria were not met, then a reciprocal BLAST was not performed and 
ortholog investigation for the particular alignment was aborted. 

If the threshold criterion was met, a reciprocal BLAST was performed with these 
top species hits against the RefSeq database [11] to further support the orthology 
inference. A reciprocal BLAST that did not yield the original RefSeq sequence as the 
best BLAST hit, was discarded and not considered an ortholog. If the reciprocal 
BLAST yielded the original RefSeq sequence as the best hit, then the reciprocal 
BLAST sequence and species information was added to the orthologous group for the 
current mRNA sequence. 

Text parsing of the BLAST results was performed using custom Perl scripts with 
the BioPerl [12] package. Batch scheduling of all BLAST operations in phase 1 was 
performed using the Portable Batch System [13]. 



360 J.D. Walters et al. 

 

3.2   Phylogentic Tree Construction 

Once ortholog identification has been performed, the next phase is trimming, 
alignment, and phylogenetic tree generation. First, sequences of each group must be 
trimmed to contain only the subsequences showing high-quality local alignment. The 
trimming of sequences is done using a custom Perl script. Multiple sequence 
alignment is accomplished using the well-established clustalw software [14]. The 
final step in this phase is the generation of the phylogenetic trees – one for each 
orthologous group of genes identified in phase 1. Each gene and its corresponding 
ortholog set form a tree. The PHYLIP [8] software suite was used to generate each of 
the trees. Specifically, the seqboot, protdist, fitch and consense programs from the 
PHYLIP 3.6 package were used. Seqboot was used to create 500 bootstrap replicates 
for each set of orthologous genes. Both protdist and fitch were run with default 
parameters, except that they analyzed the complete set of 500 replicates. These 
programs generated the sequence distance matrices and the phylogenetic trees for 
each of the bootstrap replicates. Finally, the consense program was run to obtain the 
consensus phylogenetic tree based upon the bootstrap replicates. 

3.3   Phylogenetic Tree Clustering 

Finally, the phylogenetic tree clustering was performed from the results of the 
PHYLIP software package. This involves two main sub-phases – distance matrix 
generation, and clustering.  

Inter-tree distance was calculated using a modified version of the TreeRank [15] 
algorithm. Modifications included normalization of branch lengths and up-down 
distances to reflect tree branch lengths as phylogenetic distances. In the published form, 
this algorithm assumes unit length for all tree branches. The modified algorithm was 
implemented in POSIX C with pthread support. Development of this software was done 
on Fedora 9.0 and Redhat Enterprise machines. The second sub-phase involved 
clustering, given a complete distance matrix from every tree to every other tree.   

The second sub-phase involved clustering via the first sub-phase’s tree distance 
matrix containing distances between every tree.  A minimum similarity parameter was 
used to specify the minimum tree to tree similarity allowed to add a tree to an existing 
cluster. If a given tree met or exceeded any tree in a cluster, it was added to that 
cluster and no further comparisons were performed for that tree. The tree clustering 
system was implemented in POSIX C with pthread support. Development of this 
software was done on Fedora 9.0 and Redhat Enterprise machines.  

3.4   Grid/Cluster Implementation and Benchmarking Approach 

Each of the phases described in detail above were implemented in a LINUX 
environment (2.2GHz dual Athlon with 2GB RAM running either Fedora or Redhat 
9.0), and benchmark executions were performed using the largest set of human genes 
known at the time of publication. For this analysis, and all benchmarks, this consisted 
of the set of all 20,364 known human RefSeq mRNA sequences. Runtime estimates 
for the first phase of the computation, which involved the COE system, varied 
significantly with system threshold parameters. The initial iteration of the system 
yielded an average of 588 cpu seconds per RefSeq mRNA. Variations of the 
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aforementioned match length, alignment score and e-value thresholds can change the 
number of reciprocal BLASTs performed and therefore the average runtime. Thus, the 
values reported in Table 1 are an average taken across the entire set of 20,364 genes. 
The average COE benchmark time per RefSeq gene also varied substantially with the 
size of the mRNA nucleotide sequence, and the novelty of the RefSeq gene. For 
example, a gene that was highly conserved across several species would have many 
more reciprocal alignments to perform than a gene that only appears in the human 
species. The COE results yielded an average of 12.6 orthologs per RefSeq mRNA.  
More relevant to performance, a mean of 39 reciprocal BLASTs were performed for 
each RefSeq mRNA. This meant that approximately 32% of the reciprocal alignments 
were considered orthologs while the remaining 68% were not considered to be the 
RefSeq mRNA’s true ortholog because a better hit was found to a different RefSeq. 
An important trade-off for future investigation is the sensitivity and specificity of the 
ortholog search versus execution time. Lowering the match criteria in the initial 
BLAST phase will improve sensitivity, while requiring more work to be performed in 
the reciprocal BLAST phase to address specificity.  

Currently, work is underway which will allow phase 1 and phase 2 to be deployed 
on a globus [3] administered grid. In addition to PBS, other cluster scheduling tools 
hope to be deployed, such as Condor [16] and SGE [17] to provide users with a robust 
job submission environment. With the ongoing development of the Open Grid 
Services Architecture [4] and projects such as caGrid [18], additional modification 
and portability development will be done to take advantage of future computer 
resource architectures. 

In the next section, we will discuss the effect of deployment of XenoCluster on a 
large-scale grid of compute clusters. The average benchmark time of 588 seconds 
could potentially be extrapolated to reveal the runtime of the entire dataset through 
the COE system. To validate the accuracy of our predictive model, 20,364 mRNAs at 
an average of 588 seconds would yield 3,326 cpu hours.  A benchmark was then 
performed on our 16-node Linux cluster (same nodes as reported above). The wall 
clock time was shortened to 207 cluster hours. This was very close to the expected 
time of approximately 12 days. Runtime of the PHYLIP software increased linearly 
with the number of bootstrap iterations performed. Preliminary averages show a 
runtime of 579 cpu seconds at 100 bootstrap iterations, while an average of 2,518 cpu 
seconds was achieved at 500 bootstrap iterations. The tree clustering phase (UIPTC) 
results were extrapolated to reveal the estimated runtime of the large 20,364 gene set. 

Table 1 summarizes the detailed times (in wall-clock time units of seconds) of 5 
computational and 2 communication elements of XenoCluster. The intra-cluster 
communication overhead was approximated as the average time to transfer the NR 
database between two Linux clusters via a 100 Mb connection. Similarly, the inter-
cluster communication cost overhead was calculated as the average time to transfer 
the NR database between compute nodes in the same cluster over a 1 Gb connection. 

Phase 1 as described in section 3.1 is represented by two benchmark elements – 
Initial BLAST and Reciprocal BLAST respectively– because these two phases are 
differently affected by parallelization. Similarly, the phylogenetic tree generation 
phase described in section 3.2 is divided into a Sequence Alignment (including 
trimming) and PHYLIP Tree Generation. Note that these four computational elements 
parallelize cleanly across all genes, and in the case of reciprocal BLASTing, the 
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degree of parallelization is increased to an average of 39x due to the fact that the 
number of reciprocal BLASTs depends on the number of potential orthologs 
identified in the Initial BLAST sub-phase. However, in the final phase, tree clustering 
has not been parallelized effectively at the time of this manuscript preparation and 
strategies for this phase are outlined in the conclusion of the paper. The pie-chart 
illustrates the fact that the PHYLIP phase is the single most costly in terms of 
execution, and thus was the first target of our parallelization strategy. 

4   Results and Discussion 

Based on the extensive measurements made in the benchmarking of the component 
phases of XenoCluster reported above, and its parallelization on a 16-node cluster, we 
have been able to predict performance in a grid computing environment of 1000s of 
compute nodes. Key to understanding the potential impact of this parallelization is 
two key parameters describing the grid – K: the number of clusters, and N: the 
number of nodes in each cluster. Note, the number of total nodes in the grid is then 
simply the product K*N. While not simulating the effect of varying sizes of clusters, 
 

Table 1. Benchmark timings on 20,364 genes for the component phases of XenoCluster run 
with 1 dual CPU node (cluster size 1). Timings taken on a 2.2GHz dual Athlon with 2GB RAM 
running Fedora Redhat 9.0 

 

Phase/component Time (Seconds) # of Iterations Total (Seconds) 
Intra Cluster IPC 124 1 124 
Inter Cluster IPC 311 1 311 
Initial BLAST 301 20364 6129564 
Reciprocal BLAST 12 794196 9530352 
Sequence Alignment 33 20364 672012 
PHYLIP tree generation 2518 20364 51276552 
Tree Clustering 1036800 1 1036800 

Total 1,040,099 855,291 68,645,715 
CPU Efficiency   100.00% 
Days to completion   794.5106 

Wall-clock Time Breakdown N=1 K=1

9% 14%

1%

74%

2% Initial Blast
Reciprocal Blast
Sequence Alignment
PHYLIP
Tree Clustering
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this analysis does shed meaningful light on the question of how heterogeneous 
communication times within a grid environment affect the overall performance and 
the ability of this application to effectively scale to large numbers of processors in a 
high-latency environment. 

We first examined the effect of increasing overall system size while maintaining the 
number of clusters constant. Figure 3 shows a constant value of K=4, while N varies from 
64 to 1024. In this graph, note the Inter-cluster IPC (Inter-Process Communication) times 
do not vary, as would be expected with a fixed number of clusters. However, the Intra-
cluster IPC costs steadily increase. Also, as shown in Figure 3, note that all compute 
phases decrease overall execution up to the maximum system size of 4,096 processors. 
With a coarse-grained problem such as identifying xenologs, this is not surprising. The 
issue of trade-off with communication time is addressed later. 
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Fig. 3. XenoCluster component execution times with number of clusters (K) fixed, cluster size 
(N) varying. Total number of compute nodes varies from 256 to 4096 

Figure 4 examines the case of holding the cluster size (N) fixed, while varying 
cluster size (K). Now, the Intra-cluster IPC costs are fixed as cluster size increases, 
but the Inter-IPC costs increase. However, the effect of increasing the volume of data 
between clusters has a more harmful overall affect due to higher latency, than 
increasing intra-cluster IPC as demonstrated in Figure 3. This is most striking when 
comparing the Intra-IPC costs with K=4, N=1,024 at 126,976 seconds, with the Inter-
IPC costs with K=1,024, N=4 at 318,464 seconds. 

Bringing the communication and computation costs together, and examining a 
range of combinations of K and N, Figure 5 illustrates the potential benefits of a grid 
solution to the xenolog problem. Performing an optimization search of this parameter 
space (not described here) produces the optimal configuration of K=16, and N=128. 
Such a 2,048 node grid solution would yield an execution time of 12.8 days. Also 
shown in Figure 5 are the execution times of the extreme cases of N=1, K=1, and 
N=1, K=16384, clearly demonstrating the tradeoff between communication and 
computation, and the need to construct a grid configuration of a significant number of 
clusters. 
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Fig. 4. XenoCluster component execution times with cluster size (N) fixed, number of clusters 
(K) varying. Number of compute nodes varies from 256 to 4096 
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Fig. 5. XenoCluster execution times for varying number of clusters and cluster sizes. Total 
number of compute nodes varies from 1 to 16384 

Each of the three phases of the system lent themselves to different forms of 
parallelization and optimization. Since each of the 20,364 mRNAs through the COE 
system are non-causally related and independent, a simple batch scheduling system was 
employed to gain close to linear speed up. However, the bandwidth needs of BLAST for 
database access hindered the ideal linear speed up.  At 1.8 GB, the non-redundant 
nucleotide (NR) database presented a significant load even for modern gigabit networks 
to transfer. Therefore, cached copies of the databases were stored on the compute nodes. 
Future work in this area would involve modifying the database caching system to 
integrate into existing grid computing infrastructures. One solution would involve 
creating a hierarchy of cached NR databases across all clusters in a grid. 
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The tree generation phase of the computation benefits most from a grid computing 
approach – even with small cluster sizes. This stage requires relatively little data per 
node, while CPU demands are high – the ideal large-grained application 
characteristic. These properties lend themselves to a grid architecture where CPUs are 
inexpensive and network bandwidth is at a premium. 

Finally, the third phase of the computation which involves the clustering of all 
20,364 trees stands as the best candidate for further parallelization. The inter-tree 
distance matrix could be broken in to smaller sub-matrices and distributed via inter-
process communication, a la MPI. An MPI solution of the problem is currently being 
implemented which would reduce the final overall computation time to a fraction of 
the current best performance. This solution partitions the distance matrix in a virtual 
2-D mesh of processors which seeks to minimize interprocessor communication by 
careful assignment of trees to processors. 

5   Conclusions 

This paper has shown a large class of applications which just a few years ago would 
not have been possible due to both a lack of genomic data, but more importantly, the 
lack of an effective parallel computational strategy. XenoCluster has shown an 
effective speedup of a prototype scaled version of the xenolog-finding problem from 
roughly 2 years to less than one day in a grid environment of 1000s of processors in 
varying sizes of compute clusters.  

However, it must be pointed out that the full solution of this biologically-driven 
problem will only be accomplished by an overall iterative refinement of the clustering 
by re-aligning concatenated cluster members, generation of trees and comparison of 
resulting tree clusters with predicted trees. This interpretation step must be done with 
close collaboration with evolutionary biologists. Thus, the need for an efficient grid 
deployment to this problem becomes even more paramount, and is the subject of our 
ongoing work. 
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Abstract. With the advent of hardware technologies, high-performance
parallel computers and commodity clusters are becoming affordable.
However, complexity of parallel application development remains one of
the major obstacles towards the mainstream adoption of parallel comput-
ing. As one of the solution techniques, researchers are actively investigat-
ing the pattern-based approaches to parallel programming. As re-usable
components, patterns are intended to ease the design and development
phases of a parallel applications. While using patterns, a developer sup-
plies the application specific code-components whereas the underlying
environment generates most of the code for parallelization. PAS (Parallel
Architectural Skeleton) is one such pattern-based parallel programming
model and tool, which defines the architectural aspects of parallel compu-
tational patterns. Like many other pattern-based models and tools, the
PAS model was hampered by its lack of extensibility, i.e., lacking of sup-
port for the systematic addition of new skeletons to an existing skeleton
repository. Lack of extensibility significantly reduces the flexibility and
hence the usability of a particular approach. SuperPAS is an extension of
PAS that defines a model for systematically designing and implementing
PAS skeletons by a skeleton designer. The newly implemented skeletons
can subsequently be used by an application developer. SuperPAS model
is realized through a Skeleton Description Language (SDL), which as-
sists both a skeleton designer and an application developer. The paper
discusses the SuperPAS model through examples that use the SDL. The
paper also discusses some of the recent usability and performance stud-
ies, which demonstrate that SuperPAS is a practical and usable parallel
programming model and tool.

1 Introduction

With time, computer hardware is getting inexpensive and faster. At the same
time, scientists are investigating increasingly complex problems with finer level of
detail, requiring larger computing power, sophisticated algorithms and cutting-
edge software. Research in High Performance Computing (HPC) is exploring
different aspects of available and foreseeable technology to realize those complex
problems.
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Parallel application design and development is complex and hence is a major
area of focus in the domain of HPC. Numerous research has been conducted
and several approaches have been proposed for hiding some of these complexi-
ties. This research focuses on one such approach, which is based on the idea of
(frequently occurring) design patterns in parallel computing. In the domain of
parallel computing, (parallel) design patterns specify recurring parallel compu-
tational problems with similar structural and behavioral components, and their
solution strategies. Several parallel programming systems have been built with
the intent to facilitate rapid development of parallel applications through the
use of design patterns as reusable components. Some of these systems are En-
terprise [1], Tracs [2], DPnDP [3], COPS [4], PAS [5], and ASSIST [6].

Most of the previous research in this direction focused on the algorithmic
or behavioral aspects of patterns, popularly known as algorithmic skeletons [7].
On the contrary, Parallel Architectural Skeletons (PAS) [8, 5] focus on the ar-
chitectural or structural aspects of message-passing parallel patterns. Each ar-
chitectural skeleton in PAS encapsulates the various structural attributes of a
pattern in a generic (i.e., pattern- and application-independent) fashion. An ar-
chitectural skeleton can be considered as a pattern-specific virtual machine with
its own communication, synchronization and structural primitives. A developer,
depending upon the specific needs of an application, chooses the appropriate
skeletons, supplies the required parameters for the generic attributes, and fi-
nally fills in the application-specific code. Architectural skeletons supply most of
the code that is necessary for the low-level and parallelism-related issues. Con-
sequently, there exists a clear separation between application dependent and
application independent issues (i.e., separation of concerns).

Each skeleton is a reusable component, which can be configured to the needs
of an application and also can be composed with other skeletons to create a
complete parallel application. Though re-usability is an obvious benefit, the lack
of extensibility is one of the major concerns associated with many of the pattern-
based parallel programming systems, including PAS. Most existing systems sup-
port a limited and fixed set of patterns that are hard-coded into those systems.
Generally, there is no provision for adding a new pattern without understanding
the entire system (including its implementation) and writing the pattern from
scratch (i.e., lack of extensibility). Consequently, if a required parallel computing
pattern demanded by an application is not supported, generally the designer has
no alternative but to abandon the idea of using the particular approach alto-
gether (lack of flexibility). Obviously, lack of flexibility hampers the usability of
a particular approach.

SuperPAS is an extension of the PAS system and it addresses the drawbacks
mentioned previously. An earlier discussion of SuperPAS based on the initial
phase of this research appeared in [9]. In this paper, we discuss the complete Su-
perPAS model via examples that use the Skeleton Description Language (SDL),
mainly targeted for a skeleton designer. Using the SDL, a skeleton designer can
design and implement a new skeleton without understanding the low level de-
tails of the system and its implementation. We elaborate the SDL via examples.
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Note that the SDL is mainly for assisting a skeleton designer. An application
developer has to do most of the development work using pure C++.

We also describe some of the recent usability and performance studies. The
studies show that the SuperPAS significantly reduces the development time with-
out compromising the performance of the developed applications.

In the next section, we introduce the necessary preliminaries. In Section 3,
the SDL constructs are discussed through examples. A step-by-step application
development procedure is described in Section 4. Section 5 describes the usability
and performance tests and results. Finally, Section 6 concludes our discussion
emphasizing on current research trends and future directions.

2 Preliminaries

Parallel Architectural Skeletons (abbreviated as PAS) [5, 8] generically encap-
sulate the structural/architectural attributes of message-passing parallel com-
puting patterns. Each PAS skeleton is parameterized where each parameter is
associated with some attribute. The value of a parameter is determined during
the application development phase. A PAS skeleton with unbound parameters
is called an abstract skeleton or an abstract module. An abstract skeleton be-
comes a concrete skeleton or a concrete module, when the parameters of the
skeleton are bounded to actual values. A concrete skeleton is yet to be filled
in with application-specific code. Filling a concrete skeleton with application-
specific code results in a code-complete parallel module or simply a module. Var-
ious phases of an application development using PAS are roughly illustrated in
Figure 1(a). The figure shows that different parameter bindings to the same
abstract skeleton can result in different concrete skeletons.

Each abstract skeleton (or abstract module) consists of the following set of
attributes: (i) Representative of a skeleton represents the module in its action
and interactions with other modules. The initial representative is empty and
is subsequently filled with application-specific code during application develop-
ment. (ii) The back-end of an abstract module Am can be formally represented
as {Am1, Am2, . . . , Amn}, where each Ami is itself an abstract module. The
type of each Ami is determined after the abstract module Am is concretized.
Note that collection of concrete modules inside another concrete module results
in a (tree-structured) hierarchy. Consequently, each Ami is called a child of Am,
and Am is called the parent. The children of a module are peers of one another.
In this paper, the children of a module are also referred as computational nodes
of the associated skeleton or patterns. (iii) Topology is the logical connectivity
between the children inside the back-end as well as the connectivity between the
children and the representative. (iv) Internal primitives are the pattern-specific
communication, synchronization or structural primitives. Interactions among the
various modules are performed using these primitives. The internal primitives,
the inherent properties of the skeleton, capture the parallel computing model
of the associated pattern as well as the topology. Figure 1(b) diagrammatically
illustrates attributes of an abstract and a concrete 2-D Mesh skeleton.
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Fig. 1. PAS skeletons and their components

There are pattern-specific parameters associated with some of the previous
attributes. For instance, if the topology is a Mesh, then the number of dimensions
of the mesh is one parameter, and the nature of the connectivities among the
nodes at the edges (i.e., toroidal or non-toroidal) is another parameter. Binding
these parameters to actual values, based on the needs of an application, results
in a concrete module. A concrete module Cm becomes a code-complete module
when: (i) the representative of Cm is filled in with application-specific code, and
(ii) each child of Cm is code-complete.

All of the attributes of an abstract skeleton are inherited by the corresponding
concrete skeletons as well as the code-complete modules. In addition, we define
the term external primitives of a concrete or a code complete module as the set
of primitives using which the module (i.e., its representative) can interact with
its parent (i.e., representative of the parent) and peers (i.e., representatives of
the peers). Unlike internal primitives, which are inherent properties of a skeleton,
external primitives are adaptable, i.e., a module adapts to the context of its par-
ent by using the internal primitives of its parent as its external primitives. While
filling in the representative of a concrete module with application-specific code,
the application developer uses the internal and external primitives to interact
with other modules in the hierarchy.

A parallel application developed using PAS is a hierarchical collection of
(code-complete) modules. Conceptually, each concrete module can be consid-
ered as a pattern-specific virtual machine with its own communication, synchro-
nization and structural primitives. A user fills in these virtual machines with
application-specific code, starting bottoms-up in the hierarchy, to create the
complete parallel application. The root of the hierarchy, i.e. a code-complete
module with no parent, represents a complete parallel application. Each non-
root node of the hierarchy represents a partial parallel application. Each leaf
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of the hierarchy is called a singleton module (and correspondingly, a singleton
skeleton for the abstract counterpart).

3 SuperPAS Model and the Associated SDL

In this section, we discuss about the model of SuperPAS with the help of the
associated Skeleton Description Language (SDL). First, we give a brief overview
of SuperPAS. The subsequent discussion describes the SDL for designing and
implementing abstract and concrete skeletons.

3.1 Basic Idea Behind the SuperPAS Model

SuperPAS model incorporates the PAS model, and provides extra features to
facilitate design and implementation of new abstract skeletons. SuperPAS pro-
vides a set of multidimensional grids to embed the topologies of newly designed
(abstract) skeletons. Each node of the grid is considered as a virtual processor.
Each multidimensional virtual processor grid (VPG) is equipped with its own
communication and synchronization primitives. These primitives include opera-
tions for synchronous and asynchronous peer-to-peer communication, collective
communication, and synchronization-specific primitives. We chose to make the
VPG primitives a super-set of the basic communication-synchronization primi-
tives supported in some of the prominent parallel programming environments.
Our choice is influenced by the MPI standard, PVM documentations, our ex-
periences with PAS and other pattern-based systems, and various research arti-
cles (e.g., [10]). In the process of designing an abstract skeleton, the skeleton de-
signer needs to embed the topology of the newly designed skeleton to the existing
grid topology provided by SuperPAS, and consequently map each of its children
(i.e., abstract modules of the back-end) into a VPG node. The embedding of a
skeleton into a VPG is complete when the associated communication, synchro-
nization and structural primitives of the skeleton are defined. These primitives
are defined on top of the existing SuperPAS-provided primitives for the VPG.
The following discussion elaborates and exemplifies these issues.

3.2 The SDL for Abstract Skeletons

As mentioned before, the SDL is mainly targeted towards a skeleton designer
who designs and implements new abstract skeletons and integrates them into the
existing skeleton repository. We demonstrate the different language features by
describing the design procedure of an abstract Wavefront skeleton, which imple-
ments the Wavefront pattern. Figure 2(a) is the visualization of the Wavefront
skeleton where its constituents and topology are shown. The visualization helps
the designer to make several design decisions. At first, she decides about the pa-
rameters of the skeleton. For example, in this case, the structure of a Wavefront
skeleton becomes generic if the the number of rows (or the number of columns)
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Fig. 2. Mapping wavefront skeleton components into a 2-D VPG

of the skeleton is considered to be a parameter rather than a constant. In this
example, we name this parameter as size.

In the case of a Wavefront skeleton, the choice of a two dimensional VPG (Fig-
ure 2(b)) for embedding the topology of the skeleton is an obvious choice because
it facilitates a one-to-one mapping of the children (of the skeleton) into the nodes
of the VPG. Figure 2(c) shows one such mapping. Note that each VPG has an im-
plicit representative node, to which the representative of the skeleton is mapped
onto. From the figure, it can be found that even after limiting the height and
width of the VPG (to the parameter size), there are virtual processors to which
no child of the skeleton are mapped onto. Those virtual processors are called
null virtual processors or null nodes.

00 integer size; // The parameter for the skeleton
01 // Design of the the Wavefront skeleton follows:
02 skeleton Wavefront(2) { // Embedded into a 2 dimensional VPG
03 LOCAL = {
04 void init(void) { // The initialization function
05 // Set the dimensions of the skeleton topology
06 for (int i = 0; i < GetDimension(); i++)
07 SetDimensionLimit(i, size);
08 }
09 bool non_null(const Location & loc) { // Define non-null nodes
10 // loc[0], loc[1], .. indicate position of a VPG node in a
11 // specific dimension, i.e. loc[0] is for the lowest
12 // dimension, loc[1] is for next dimension, etc.
13 if (loc[1] <= loc[0]) // column number <= row number
14 return true;
15 return false;
16 }
17 };
18 INITIALIZE = init; // Set the name of the initialization function
19 MAPPING = non_null; // Set the name of the mapping function
20 PRIVATE = { ... }; // Private primitives
21 PUBLIC = { ... }; // Public primitives
22 }

As is shown in the previous SDL code, the skeleton description starts with
the declaration of the parameters, and subsequently the definitions of the con-
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stituents of the skeleton and their embeddings to the 2-D VPG. The initialization
function init (line 18) limits the length of both of the dimensions of the VPG to
the parameter size. The function non null (line 19) returns true for all non-null
VPG nodes, i.e., nodes located on or below the upper diagonal of the VPG.
Consequently it defines the embedding of the Wavefront skeleton into the VPG.
It should be noted that GetDimension and SetDimensionLimit are two of the
built-in structural primitives provided by SuperPAS.

The definition of the skeleton is not complete unless the topology (i.e., con-
nectivity) of the skeleton components is defined. In practice, the (virtual) con-
nectivity is established via defining the internal communication primitives of
the skeleton. SuperPAS divides the internal primitives into two categories: pri-
vate primitives are to be used exclusively by the representative of the skeleton,
whereas public primitives are inherited by the children as external primitives. In
the case of the Wavefront skeleton, a receive message from the child, located at
the last column is a private primitive whereas a send message to the left peer is
a public primitive. The SDL code for defining the private and public primitives
is shown next:
...
skeleton Wavefront (2) { // Embedded into a 2 dimensional VPG

LOCAL = { ... };
INITIALIZE = ...;
MAPPING = ...;
// private primitives
PRIVATE = {

// Send a message to a child located at <nRow, 0>
bool SendToNodeAt(int nRow, Msg & m) {

Location loc;
loc[1] = 0, loc[0] = nRow;
return SendChild(loc, m); // VPG primitive provided by SuperPAS

}
// Receive a message from the child located at <size - 1, size - 1>
bool RecvFromLastNode(Msg & m) {

Location loc;
loc[0] = loc[1] = size - 1;
return RecvChild(loc, m); // VPG primitive provided by SuperPAS

}
...

};
// Public primitives
PUBLIC = {

// COMMUNICATION PRIMITIVES
// Send message from node <i, j> to <i, j+1>
void SendRight(Msg &m) {

Location loc = GetLocation();
loc[1] = loc[1] + 1;
SendPeer(loc, m); // VPG primitive provided by SuperPAS

}
// Node <i, j> receive message from node <i, j+1>
void RecvRight(Msg &m) { ... }
...
// Receive message from the representative
void RecvRepresentative(Msg &m) {

RecvParent(m); // VPG primitive provided by SuperPAS
}
...
// STRUCTURAL PRIMITIVES
// Check if node is located at the first column
bool IsAtFirstColumn() {

Location loc = GetLocation();
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return loc[1] == 0; // is column number == 0?
}
// Check if node is located at the diagonal
bool IsAtDiagonal() {

Location loc = GetLocation();
return loc[0] == loc[1]; // is column number == row number?

}
...

};
}

In the previous code, the skeleton-specific private primitives (e.g., SendToN-
odeAt, RecvFromLastNode, etc.) and the public primitives (e.g., SendRight, IsAt-
Diagonal, etc.) are defined inside the language constructs PUBLIC and PRI-
VATE respectively. These skeleton-specific primitives are built on top of the
basic SuperPAS-provided primitives for the 2-D VPG, i.e. SendChild, RecvPeer,
GetLocation, etc.

3.3 The SDL for Concrete Skeletons

The SDL also provides supports to an application developer during the con-
cretization phase. However, it should be noted that the application developer
has to do majority of the development work using pure C++. According to
the PAS model, concretization of skeletons during application development is a
top-down procedure, starting at the root of the hierarchy. While developing an
application, a developer chooses the appropriate skeleton, from the repository of
abstract skeletons, as the root of the hierarchy. Then she binds the parameters
of the skeleton with appropriate values and decides about the types of its chil-
dren (i.e., labeling each children with an abstract skeleton type). The labeled
(abstract) children are subsequently concretized and consequently concretization
proceeds in a top-down fashion.

Stage 1 Stage 2 Stage 3

MIS skeleton
DP skeleton

MNIS skeleton

Pipeline skeleton

Legend:
MIS : Master and Identical Slaves
DP   : Data Parallel
MNIS: Master and Non−Identical Slaves

(a) Pictorial View of Hierarchy

Pipeline {
  MIS { ... },
  DP { ... },
  MNIS { ... }
}

Child Type 0
Child Type 1
Child Type 2

(b) Expressing hierarchy in
SuperPAS

Fig. 3. Two levels of skeleton hierarchy
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For example, let us consider the skeleton hierarchy of Figure 3(a), decided by
an application developer. The root of the hierarchy is constituted by a Pipeline
skeleton. Subsequently, the first child (i.e., the first stage) of the Pipeline is
labeled with the abstract MIS (Master and Identical Slaves) skeleton. The sec-
ond and the third stages are labeled with DP and MNIS skeletons respectively,
which stand for Data Parallel and Master and Non-Identical Slaves skeletons.
The corresponding SDL code for expressing this hierarchy in SuperPAS is shown
in Figure 3(b). The labelled children are subsequently concretized and thus con-
cretization proceeds top down in the hierarchy. The example in the next section
elaborates it further.

4 Example: An Image Convolution Application

Image convolution is an important application in the domain of image process-
ing [11]. Here we describe a step by step procedure to develop a parallel image
convolution application using SuperPAS.

4.1 Problem Description

Image convolution is performed by applying a mask to each of the image pixels.
The simplest way to make the operations parallel is to divide the whole image
into columns and/or rows. Different parts of the image are distributed to dif-
ferent processes and each process computes the convolution of its assigned part.
Unfortunately, there are dependencies among these computing processes, i.e.,
each process needs to exchange data with its logically neighboring processes.

4.2 Concretizing Abstract Skeletons

As the problem description suggests, the application demands a 2-D Mesh skele-
ton with identical children (i.e., which actually represents data-parallel computa-
tion on a virtual mesh). The representative of the skeleton is mainly responsible
for data partitioning (and all the file system I/O, depending on the underly-
ing hardware constraints). The identical children of the mesh skeleton perform
the actual convolution. In this case, each child of the mesh is a Singleton skele-
ton, i.e., a skeleton with an empty back-end which is analogous to a traditional
sequential process. The two-level hierarchy for this application is shown in Fig-
ure 4. In the figure, icmesh is an instance of an abstract mesh skeleton, and
icsingleton is an instance of an abstract singleton skeleton. It should be noted
that icsingleton represents each identical child of the mesh skeleton.

The cluster on which this application runs consists of 10 dual-processors.
Consequently, for better performance, we decided to have 20 sequential processes
performing the convolution. For an input image of size 2048× 1536, we chose to
divide the image among 5× 4 children, each of which is a singleton module and
hence performs sequential computation. Based on this decision, we concretize
the icmesh skeleton as follows:
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// File name: image_conv.htree
icmesh { // icmesh is an isntance of Mesh skeleton
  icsingleton { // icsingleton is an instance of Singleton skeleton
  }
}

0−th Child Type for icmesh

Fig. 4. The two-level skeleton hierarchy for an image convolution application

// File name: icmesh.skel
// The icmesh skeleton: an instance of Mesh skeleton
integer k = 2; // A k-D VPG to which mesh is embedded into
// Bind the different parameters for the mesh as follows:
bool fWrapping = false; // A non-toroidal mesh
skeleton Mesh (k) {

LIMITS = {4, 5}; // Binding: columns = 4 and row = 5
...

}

We also need to specify a labeling function that labels each of the identi-
cal children of the icmesh skeleton as icsingleton, an instance of the abstract
singleton skeleton. The corresponding SDL code is shown in the following :

// File name: icmesh.skel
...
skeleton Mesh (k) {

...
}
LOCAL = {

void label(void) {
Location loc;
// for all children ....
for (loc[1] = 0; loc[1] < GetDimensionLimit(1); loc[1]++) {

for (loc[0] = 0; loc[0] < GetDimensionLimit(0); loc[0]++) {
// Label each child as icsingleton (0-th child type)
AddLabel(&Mesh, loc, 0);

}
}

}
};
RULE = label;
}

At the second level of the hierarchy, the icsingleton skeleton has no parameter
to bind. Moreover, a singleton skeleton has an empty back-end and hence it
has no children to be labeled. Consequently, concretization of the icsingleton
skeleton is a void procedure. The corresponding SDL code is omitted due to
space constraints.

4.3 Code-Complete Modules

Filling in the representatives of each of the icmesh and icsingleton skeleton re-
sults in the respective code complete modules and hence the complete parallel
application (refer to section 2). Before implementing the code complete mod-
ules, we need to first generate the C++ code for the skeleton hierarchy. The
SuperPAS-provided tools generate one C++ object per skeleton. The developer
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subsequently needs to fill in the representative code for each skeleton object. The
Rep method of each of the generated skeleton objects is interpreted as the rep-
resentative of the corresponding skeleton. In the case of the image convolution
application, the icsingleton and icmesh objects are generated, and subsequently
they are filled in with application-specific code as follows:

class icmesh : ... {
...
public:

icmesh(...) : ... { ... }
void Rep(void) { // Representative of mesh module

// Fill in application-specific code as follows:
MsgImage imgMain, mask;
// Read the image and the mask from file into imgMain
// and mask objects
...
// Now partition the image
int nParts = GetDimensionLimits(0) * GetDimensionLimits(1);
MsgImage * imgParts = new MsgImage[nParts];
... // Divide imgMain among imgParts
// Now send the partitions to the children
ScatterToChildren(imgParts); // An internal primitive (section 2)
BroadcastToChildren(mask); // An internal primitive (section 2)

// Now gather the convoluted image partitions from children
GatherFromChildren(imgParts);

// Combine the convoluted image partitions into the imgMain object
...
// Write the result back to a file
...

}
...
}

class icsingleton : ... {
...
public:

icsingleton(...) : ... { ... }
// NEWLY ADDED METHODS (BY DEVELOPER) BEGINS
void RecvRight(Msg &m) {

static int * p = {+1, 0}; // Right node in a 2-d mesh
External.RecvNeighbor(p, m); // ‘‘External’’ stands for an external

// primitive. Refer to section 2.
}
void SendLeft(Msg &m) {

static int * p = {-1, 0}; // Left node in a 2-d mesh
External.SendNeighbor(p, m);

}
...
bool IsAtFirstColumn(void) {

return External.IsAtBeginning(0);
}
...
// ADDED METHODS ENDS
void Rep(void) { // Representative of singleton module

// Fill in with your code
MsgImage imageIn, imgi, mask; // The image partition and the mask
...
// receive the image partition from parent
External.RecvRepresentative(imageIn);
// Receive the mask
External.RecvRepresentative(mask);
// Exchange information with neighbors
...
// Now convolute
...
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// imageOut contains only the part of the image to be sent back
MsgImage imageOut(imageIn.dx(), imageIn.dy());
...
// Send the result back to parent
External.SendRepresentative(imageOut);

}
};
...

The previous code uses the MsgImage class. This class is inherited from
SuperPAS library-provided Msg class. The Msg class is a generic message con-
tainer used by all SuperPAS-provided built-in communication primitives. It has
two abstract methods: Marshal() and Unmarshal(), which specify how the cor-
responding message object should be packed into buffer and subsequently un-
packed upon receipt. These two abstract methods need to be overwritten by an
application developer, as is shown below for the MsgImage class:

class MsgImage : public Msg {
int width, height;
int * data;

public:
MsgImage(void) : Msg(), width(0), height(0), data(NULL) { }
MsgImage(int _height, int _width) : Msg(), height(_height),

width(_width) {
data = ...;

}
...
void SetImage(const gdImagePtr im) { ... }
int GetWidth(void) { return width; }
// other methods
...
// FOLLOWING METHODS MUST BE OVER WRITTEN
// How to marshal this object
void Marshal(void) {

// marshal width
MarshalData(width);
// marshal height
MarshalData(height);
// marshal image data
MarshalData(data, width * height);

}
// How to unmarshal this object
void Unmarshal(void) {

// unmarshalling must be in same order of marshalling
// unmarshal width
UnmarshalData(width);
// and height
UnmarshalData(height);
if (data) delete []data;
data = new int[width * height];
// we have proper memory, now unmarshal image data
UnmarshalData(data, height * width);

}
};

5 Usability and Performance Studies

SuperPAS is currently implemented using C++ on top of MPI and is ported
onto a Beowulf cluster. To conduct our usability tests, we chose a group of
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twelve students, enrolled in an introductory graduate-level course on parallel
and distributed computing. Students were asked to compare their experiences
with MPI and SuperPAS. The study pointed out four important points: (1) the
learning curve for the SuperPAS model is more than the MPI model. On the
average, the time to learn the SuperPAS model and the SDL is approximately
30% more than that of the MPI model and its API; (2) developing parallel
applications is significantly easier and less time consuming, if the required ab-
stract skeletons already exist in the repository. In the case of SuperPAS, it took
approximately 50% less time and coding effort as compared to MPI; (3) the Su-
perPAS system becomes more beneficial with increased complexity of the given
application problem, i.e., if the problem structure is simple, it is better to use
MPI provided that the required abstract skeleton(s) do not already exist in the
repository; (4) the object-oriented interface and skeleton-specific primitives for
communication-synchronization are easier to use as compared to the primitives
provided by MPI.

To test the performance of SuperPAS system, we developed two image pro-
cessing applications. The first application convolutes a series of images and has
already been discussed. The second application finds the contours of objects in
images of maps of buildings and roads. The applications were developed using
both MPI and SuperPAS. The run-times of the applications were measured as
an average of at least 10 runs. The results showed that the performance degra-
dation using SuperPAS as compared to MPI is rather negligible (less than 1%).
Since the SuperPAS run-time system is a thin layer over MPI, this performance
degradation is expected. It is also found that the initial environment initializa-
tion phase for a SuperPAS application is much more complex and hence more
time consuming than that of a similar MPI application. However, it should be
noted that this initialization takes place only once during the life time of the
application. Though the initialization time grows proportional to the complexity
of the skeleton hierarchy, it becomes rather insignificant if the application has
a relatively long run-time. More performance results about the PAS system can
be found in [5].

6 Conclusion and Future Work

SuperPAS is a step towards making PAS more flexible and usable by supporting
both extensibility and skeleton composition. In this paper, we describe the Su-
perPAS model for designing abstract PAS skeletons. We also extend the model
for supporting composition of abstract skeletons to design new abstract skele-
tons. Recent usability studies have demonstrated that SuperPAS might ease
the development process for big and complex applications. We have also found
that there is no significant performance degradation (less than 1%) while using
SuperPAS.

Currently our research team is working on several other issues of the PAS
system. We are investigating the issues of performance modelling and profiling
for PAS skeletons. Synchronous slicing, a method to extract the communication
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synchronization behaviour of a given application, is of particular interest. We
are also working on the issues of static and dynamic optimizations and fault
tolerance aspects of applications developed using PAS. Many of these aspects of
our current research will be reported in our future works.
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Abstract. A parallel computational code is developed for the execution of the 
Proper Orthogonal Decomposition (POD) of turbulent flow fields in fluid 
dynamics. The POD is an analytically-founded statistical technique that permits 
the eduction of appropriately-defined modes of the flow from the background 
flow, allowing the determination of the coherent structures of turbulence. The 
computational aspects of the different phases of the computing procedure are 
analyzed and the development of the related parallel computational code is 
described. Computational tests corresponding to different computing domains 
and number of processors are executed on a HP-V2500 parallel computing 
system and the results are shown in terms of parallel performance of the 
different phases of the calculations separately considered and of the 
computational code in the whole. 

1   Introduction 

In fluid dynamics and turbulence research a wide class of methods of investigation 
involves numerical simulations.  

Numerical simulation of turbulence via digital computers implies the execution of 
the numerical integration of the three-dimensional unsteady Navier-Stokes equations 
on an appropriate computing domain, for an adequate number of time steps. Different 
numerical techniques, ranging from finite differences, finite elements, spectral 
methods and appropriate combinations of the basic algorithms in mixed techniques 
(Alfonsi et al. [1], Passoni et al. [2]) can be used.  

One of the problems involved in this activity at sufficiently high Reynolds numbers 
is the remarkable difference existing between a solution of the Navier-Stokes 
equations as an exercise of numerical analysis – however complex it may result –  and 
a solution of the same equations with the aim of obtaining a precise correlation of the 
results with turbulence physics. In the latter case the accuracy of the calculations has 
to be deeply monitored and the equations have eventually to be further manipulated in 
following one of the existing approaches to the numerical simulation and/or modeling 
of turbulence.  
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There are three main approaches to the numerical simulation and modeling of 
turbulent flows: RANS (Reynolds Averaged Navier-Stokes equations), LES (Large 
Eddy Simulation) and DNS (Direct Numerical Simulation of turbulence). One can 
refer to Speziale [3], Lesieur & Métais [4] and Moin & Mahesh [5] for review works 
of the three approaches, respectively.  

Within the RANS approach Reynolds averaging is performed. Reynolds 
decomposition and averaging consists in:  i) separating the dependent variables of the 
Navier-Stokes equations into mean and fluctuating parts, ii) substituting the 
decomposed variables into the equations,  iii) taking the average of the equations 
themselves. Due to the nonlinear character of the system of the equations, the result is 
that a new term in the momentum equation arises, the Reynolds stress term, a non-
zero correlation between fluctuating components of the velocity. One has: 

            ( ) ( ) ijjijijjijit upuuuuu ∂∂+∂−=′′∂+∂+∂ ν
ρ
1

                                           (1)    

where iu  is the fluid velocity, p  is the pressure, overbars denote time averaging and 

primes denote fluctuating components, being ν  and ρ  the fluid kinematic viscosity 

and density, respectively. Different models have been devised to face the problem of 
the closure of the system of the Navier-Stokes equations:  i) zero-equation models, in 
which simple formulas are adopted for the Reynolds stress term,  ii) one-equation 
models, in which an additional differential equation is involved in the system of the 
governing equations, in terms of turbulent kinetic energy κ , iii) two-equation 
models, in which two additional differential equations are involved in terms of 
turbulent kinetic energy κ  and rate of dissipation of kinetic energy ε ,  iv) stress-
equation models, involving a number of additional partial differential equations (and 
related models) for the description of the evolution of the terms representing the 
Reynolds stress tensor.  

In following the LES approach one wants to actually simulate the larger scales of 
the flow and use a model for the smallest, based on the hypotesis of universal, 
isotropic and purely dissipative behavior of the latter. A filter is applied to the Navier-
Stokes equations for scale separation (usually a convolution integral) and a model is 
sought (the subgrid-scale model) for the term of the momentum equation that do not 
result a function of the filtered variables, the subgrid-scale stress term. One has: 

                         ( ) ijjijijijijijit upuuuuuuuuu ∂∂+∂−=′′+′+′+∂+∂ ν
ρ
1

          (2) 

where overbars now denote filtering and primes denote subgrid-scale components. 
Several subgrid-scale models have been devised for LES calculations of turbulent 

flows, the Smagorinsky's model ([6]), the Scale Similarity model (Bardina et al. [7]), 
the Spectral Eddy Viscosity group of models (Kraichnan [8]), the Structure-Function 
model (Métais & Lesieur [9]), the RNG model (Yakhot et al. [10]), the Dynamic 
Model (Germano [11]). 

In the DNS approach the attitude of directly simulating all turbulent scales is 
followed and the momentum equation (besides continuity) is considered without 
modifications of any kind. One has: 

                                     ( ) ijjijijit upuuu ∂∂+∂−=∂+∂ ν
ρ
1

.                                (3)  
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The critical aspect in following this method is the accuracy of the calculations that 
in theory should be as high as to resolve the Kolmogorov microscales in both space 
and time (or at most limited multiples of them, see, among others, Spalart [12]). 

In all the three approaches outlined above, the major difficulty in performing 
calculations at Reynolds numbers of practical interest lies in the remarkable amount 
of computational resources required. The consequence for a long time has been that 
only simple flow cases have been investigated numerically. The advent of the 
supercomputing technologies has completely changed this scenario, opening new 
perspectives in the field of the high-performance computational fluid dynamics (see 
Passoni et al. [13],[14] and the list of references therein, for an account of recent 
progresses in turbulence research using supercomputers). 

Modern techniques of investigation of numerical and supercomputational nature 
applied to turbulence research have the potential of greatly increasing the amount of 
information gathered during a research (see Fischer & Patera [15] for a review) and 
the continuous effort in studying turbulence in its full complexity (three-
dimensionality and unsteadiness) has brought researchers to manage very large 
amounts of data.  

A typical turbulent-flow database includes all three components of the velocity in 
all points of a three-dimensional domain, gathered for an adequate number of time 
steps of the turbulent statistically steady state. Such a database contains much 
information about the character of a given turbulent flow but in the formation of the 
value of each variable all turbulent scales have contributed and the effect of each 
scale is nonlinearly combined with that of all other scales. It is otherwise recognized 
that not all the scales of turbulence contribute to the same degree in determinig the 
physical properties of a turbulent flow.  

Methods can be devised to extract from a turbulent-flow database only the relevant 
information, that has to be meant as to separate the effect of appropriately-defined 
modes of the flow from the background flow or, finally, to extract the coherent 
structures of the flow, whatever definition of coherent structure is adopted. There are 
several techniques of both qualitative and quantitative nature for the eduction of the 
coherent structures of turbulence (see Cantwell [16] and Robinson [17] for review 
works on this subject). Of all the existing methods, a powerful technique for the 
determination of the coherent structures of turbulence is that of the Proper Orthogonal 
Decomposition (POD). 

2   Proper Orthogonal Decomposition 

The POD is an analytically-founded statistical technique that can be applied for the 
extraction of the coherent structures of a turbulent flow field in fluid dynamics. The 
method has been first introduced in turbulent flow analysis by Lumley [18] and has 
been indipendently suggested by Kosambi [19], Loéve [20], Karhunen [21], Pougachev 
[22] and Obukhov [23]. Besides turbulence it has been applied to other fields of science 
such as oceanography, image processing and data compression. On its basis, starting 
from the Navier-Stokes equations, it is also possible to construct low-dimensional 
dinamical models for the analysis of the interaction of predetermined spatial and 
temporal, local, coherent structures. The method is extensively presented in Sirovich 
[24] and Berkooz et al. [25], and it is here summarized. 
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By considering an ensemble of temporal realizations of a non-homogeneous, 
square integrable, three-dimensional, real-valued velocity field )t,x(u ji  on a finite 

domain D )3,2,1,( =ji , one wants to find the most similar function to the elements of 

the ensemble on average, i.e. to determine highest-mean-square correlated structure 
with all the elements of the ensemble. This corresponds to find a deterministic vector 
function )( jx

i
φ , so that: 
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=                             (4) 

or, equivalently, find the member that maximizes the normalized inner product of the 
candidate structure with the field )t,x(u ji . A necessary condition for problem (4) is 

that )( jx
i

φ  is an eigenfunction, solution of the eigenvalue problem and Fredholm 

integral equation of  the first kind: 

       ( ) ( ) ( ) ( ) )(,,)(, li

D

kkjkjkikkj

D

klij xxdxtxutxuxdxxxR λφφφ =′′′=′′′                   (5)   

where ),(),( txutxuR kjliij ′=  is the two-point velocity correlation tensor. When D is 

bounded, there exists a denumerable infinity of solutions of (5) and these solutions are 

called the empirical  eigenfunctions )()(

j

n

i xφ  (normalized, )()(

j

n

i xφ = 1). To  each 

eigenfunction  is  associated  a real  positive eigenvalue )(nλ ( ijR  is  non-negative  by 

construction)  and  the  eigenfunctions form  a complete set. Every member of the 
ensemble can be reconstructed by means of a modal decomposition in the 

 themselves: 

                    =
n

j

)n(

inji )x()t(a)t,x(u φ                                              (6)               

that can be seen as a decomposition of the originary random field into deterministic 
structures )()(

j

n

i xφ , with random coefficients. The modal amplitudes are uncorrelated 

and their mean square values are the eigenvalues themselves: 
                                     )()()( n

nmmn tata λδ= ,                                 (7)                

being nmδ  the Kroneker’s delta. A diagonal decomposition of  ijR  holds: 
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implying that the contribution of each different structure to the average content of 
turbulent kinetic energy of the flow can be separately calculated: 

                     ( ) ( ) ==
n

n

D

jjiji dxtxutxuE )(,, λ                                         (9) 

where E is the total turbulent kinetic energy in the domain D. Thus, each eigenvalue 
( )nλ  represents the contribution of each correspondent structure )(nφ  to the total 

amount of kinetic energy. 
Among other cases, the POD has been used in wall bounded turbulent-flow 

problems by Bakewell & Lumley [26], Aubry et al. [27], Moin & Moser [28], 

eigenfunctions
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Sirovich et al. [29], Ball et al. [30] and Webber et al. [31]. In most of the 
aforementioned works, mainly to limit the computational resources involved in the 
POD calculations, flow cases exhibiting specific symmetries have been considered. A 
typical example is that of the flow in a plane channel ([28],[31]), a problem 
characterized by two homogeneous directions in which the correlation tensor has to 
be evaluated – for all the three velocity components – only along the non-
homogeneous direction. Fully non-homogeneous problems (the majority in the field 
of practical applications) require remarkably higher computational resources and thus 
supercomputing technologies.  

In this work a parallel computational code for the Proper Orthogonal 
Decomposition of turbulent flow fields is developed. The code is general, it handles 
three-dimensional velocity fields in physical space onto three-dimensional spatial 
domains and can be used in all kind of problems since it does not require any 
particular symmetry.  

The two-point velocity correlation tensor at the left hand-side of equation (5) is 
calculated in its complete form: 

                           ( ) ( ) ( )t,z,y,xvt,z,y,xuz,z,y,y,x,xR jiij
′′′=′′′                      (10) 

so that the optimal representation of the velocity field outlined above is calculated in 
all the three directions x,y,z. 

3   The Computational Algorithm 

The computational code for the implementation of the POD technique involves 
several mathematical operations of different kind and in particular includes the 
following main phases: 

- evaluation of the two-point correlation tensor of the velocity components of 
equation (5), phase CORR; 

- evaluation of the integral of equation (5) on the computational domain D with the 
use of the trapezoidal rule, phase TRAPEZ; 

- execution of the tridiagonalization operations for the resulting matrix with the use 
of the Householder method, phase TRED2 (see also [32]); 

- solution of the eigenvalue problem (5) with determination of the eigenfunctions and 
corresponding eigenvalues, phase TQLI (Tridiagonal QL Implicit, see also [32]); 

- execution of a test to ensure the correct representation of the energy content of the 
eigenvalues, phase TESTENERG; 

- evaluation of the time dependent coefficients of equation (6) by means of a standard 
inversion procedure, phase COEFF. 

In terms of computer memory, the velocity database to which the POD procedure 
has to be applied, requires a matrix of size ITMAXNMAXNCOMP ××  (NCOMP is 
the number of the velocity components considered, NMAX is the number of grid 
points in which the velocity field has been calculated and ITMAX is the number the 
time steps of the temporal sequence of the instantaneous velocity data). The two-point 

velocity correlation tensor requires a matrix of size ( )2NMAXNCOMP × .  
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4   The Parallelization Technique 

In devising a parallelization strategy for the POD code, each different phase of the 
calculations is analyzed and a parallelization technique is implemented, with the aim 
of minimizing the communications and balancing the computational load among the 
processors for the whole code. 

4.1   Phase CORR 

For the evaluation of the two-point correlation tensor ijR  of equation (5) this phase of 

the calculations utilizes the velocity components stored in a matrix (matrix U). Both 
matrices U and ijR  have to be distributed onto the n available processors. The 

procedures connected with the execution of  CORR strongly depend on how matrix U 
is distributed among the processors, rather than ijR . Matrix U is divided along the 

time axis, i.e. to each processor is attributed a subset of velocity components 
corresponding to the time interval  ITMAX/n (n is the number of processors). 

 Communications are needed among the processors in  this  case, in the sense 
each  processor has to cyclically communicate  to the others its own portion of 
matrix U. 

4.2   Phase TRAPEZ 

In this phase the evaluation of the integral in equation (5) with the trapezoidal rule is 
performed, together with the transformation of ijR  into the equivalent symmetric 

problem. The quadrature formula utilizes appropriate weight functions occupying a 
limited amount of memory that, when duplicated onto each processor, actually 
eliminate the need of communications among processors in this phase of the 
calculations. 

4.3   Phase TRED2 

The calculations incorporated in this phase can be logically divided in two parts, the 
tridiagonalization of the symmetric matrix ijR  (the most relevant part) and the build-

up of a rotation matrix Q for the transformation of the symmetric matrix ijR  into the 

tridiagonal matrix T

ijij QQRR =′   ( T  is transpose). In order to avoid an unbalanced load 

distribution among the processors, a solution called cyclic parallelization of TRED2 is 
adopted. This solution can be implemented through both the rows or columns of ijR  

because of its symmetry. Working with the rows of ijR , they are distributed cyclically 

among processors as follows: 

- the first processor receives row 0, row n, row 2n, row 3n, ..... 
- the second processor receives row 1, row (n+1), row (2n+1), row (3n+1), .... 
- the third  processor receives row 2, row (n+2), row (2n+2), row (3n+2), ..... 

that 
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Each processor receives in total a number of rows equal to the total number of the 
rows divided by the number of processors. In this way the load of each processor 
increases uniformly and the parallel performance remains constant.  

4.4   Phase TQLI 

In this phase of the calculations the eigenvalue problem associated to the matrix that 
has been tridiagonalized during TRED2, is solved. Two sub-phases are incorporated 
in this cycle, the calculation of the i-th eigenvalue and the updating of the 
correspondent eigenvector, being the process of evaluation of the eigenvalues 
characterized by a complexity of one order of magnitude less than that of the 
calculation of the eigenvectors.  

The computation of the eigenvalues has been duplicated onto the n available 
processors and the updating of the eigenvectors has been parallelized. In this sub-
phase, being the matrix of the velocity correlation tensor distributed among the 
processors by rows, no communications are required because of the fact that a 
dependency exists in this direction, in the sense that the element (i, j+1) depends on 
the element (i, j). 

4.5   Phase TESTENERG 

This phase is not particularly complex. The calculations are executed by all the 
processors in parallel, being U distributed onto the processors along the temporal axis 
(subsection 4.1). 

4.6   Phase COEFF 

In this phase of the calculations the processors have to operate independently on their 
own portion of the tridiagonal matrix of the velocity correlation tensor. A cycle is 
implemented, in which three elements belonging to three consecutive rows are 
multiplied. Thus, in order to parallelize this phase efficiently – limiting the 
communications among the processors – a cyclic partition of the matrix of the 
correlation tensor among the processors is again needed, this time in groups formed 
by three consecutive rows. 

On the basis of the analysis of each of the different phases of the calculations to be 
performed, the most relevant factors for the parallelization of the whole POD 
procedure appear to be related to the optimization of  TRED2, TQLI and COEFF. For 
what TRED2 is concerned, the so-called cyclic distribution of the matrix ijR  among 

the processors is mainly needed (subsection 4.3). For what TQLI  is concerned, it is 
needed that an entire line is avaliable to each processor. In the case of COEFF, at 
least three entire rows are needed for each processor (subsection 4.6). Thus, the 
optimal solution for the parallelization of the code in the whole is the cyclic 
distribution of the matrix of the correlation tensor in groups of three consecutive rows 
onto each of the n avaliable processors.  

Moreover, computational tests of preliminary nature have shown that only four of 
the six main phases of the computing procedure significantly influence the execution 
time, TRED2, TQLI, CORR and COEFF. TRED2 uses around 70% of the total time 
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with one processor in use, decreasing with the number of processors. TQLI uses 
around 15% of the total time with one processor, also decreasing with the number of 
processors. CORR on the contrary increases its execution time with the number of 
processors, while the time used by COEFF is practically constant with the number of 
processors. The remaining two phases weigh for less than the 1% of the total 
execution time. 

5   Results 

The computer that has been used for the performance tests is a HP-V2500. It includes 
20 processors PA-RISC 8500, all arranged in a single hypernode and totaling 16 
Gbyte of RAM and 180 Gbyte of mass memory (up to 16 processors have been used 
in the present calculations). The PA-RISC 8500 is a 64 bit processor, 440 Mhz of 
frequency clock, 1 Mbyte of Data Cache on chip and 0.5 Mbyte of Instruction Cache 
on chip per processor. The memory architecture is a crossbar-based symmetric 
multiprocessor (SMP) of 88 ×  non-blocking multiported crossbar type. The 
maximum bandwidth allowed is 15.36 Gbyte/s. 

The parallel performance of the whole POD code and of its different phases 
separately considered has been investigated for two different datasets. Dataset A with 
NMAX=250 (NX=10, NY=5, NZ=5 are the grid points along x, y and z, respectively) 
and ITMAX=50. Dataset B with NMAX =500 (NX=10, NY=10, NZ=5) and ITMAX=50 
(NCOMP=3 in both cases). Groups of 2, 4, 8 and 16 processors have been used in the 
calculations. 

In Figures 1 and 2 the speed-ups of the four more relevant phases of the 
calculations separately considered with the number of processors, are shown for both 
datasets. The speed-up is defined as the run-time with one processor divided by the 
run-time with a given number of processors. 
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Fig. 1. Dataset A. Speed-up of the four most relevant phases of the POD procedure separately 
considered with the number of processors  
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Fig. 2. Dataset B. Speed-up of the four most relevant phases of the POD procedure separately 
considered with the number of processors  

Figure 1 shows the speed-up of the four relevant phases with the number of 
processors for daset A. TQLI exhibits a superlinear behavior, TRED2 is superlinear up 
to 4 processors involved in the calculations, is linear with 8 processors and decays 
with 16 processors. COEFF and CORR remain under the linear limit up to 16 
processors. 
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Fig. 3. Dataset A. Speed-up of the whole parallel POD computational code with the number of 
processors 
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Fig. 4. Dataset B. Speed-up of the whole parallel POD computational code with the number of 
processors 

Figure 2 shows the speed-up of the four relevant phases with the number of 
processors for dataset B. TQLI and TRED2 exhibit a superlinear (or almost linear) 
behavior up to 16 processors. The superlinear results are related to the involvement of 
the cache. By increasing the amount of the processors, the memory required by each 
processor decreases and so do the cache-miss events. The linear behavior of TQLI is a 
permanent factor in the execution of the program, due to the absence of significant 
amounts of communications in the parallelized TQLI phase. 

In Figure 3 and 4 the speed-ups of the whole POD code are reported for both 
datasets A and B. In the case of dataset A (Figure 3) the speed-up of the code is nearly 
linear up to 4 processors and then the efficiency reaches about the level of the 60% 
with 16 processors. In the case of dataset B (Figure 4) the speed-up is nearly linear up 
to 8 processors and then the efficiency reaches about the level of  the 95% with 16 
processors (almost ideal). 

Overall, the superlinear character of subroutines TRED2 and TQLI compensate the 
behavior of subroutines COEFF and CORR, giving at the end satisfactory levels of 
speed-up to the parallel POD computational code in the whole. 

6   Concluding Remarks 

A parallel computational code for the execution of the POD technique in fluid 
dynamics is developed. The most relevant phases of the computational procedure are 
analyzed and a parallelization strategy is devised. The parallel code for the Proper 
Orthogonal Decomposition exhibits satisfactory levels of speed-up with an increasing 
number of processors involved in the calculations, mainly because of the superlinear 
behavior of some of the phases of the calculations. 
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Abstract. Agent technology is often claimed to be the most natural
approach for automating e-commerce business processes. Despite these
claims, up till now, the most successful e-commerce systems are still
based on humans to make the most important decisions in various stages
of an e-commerce transaction. Consequently, it is difficult to find suc-
cessful actually implemented and working large-scale agent-based e-com-
merce applications to confirm agents superiority. Here, we discuss an ab-
stract e-commerce environment that allows agents of different types to
interact with each other and operate with an overarching goal of support-
ing an e-commerce transaction. A prototype system that implements this
vision using JADE agent platform is also described. Finally, we report
on experiments with the implemented system skeleton.

1 Introduction

E-commerce involves complex processes with many facets, spanning areas that
cover business modeling, information technology and social and legal aspects
([9]). A recent survey ([8]) pointed out to useful applications of intelligent and
mobile agents in support of advanced e-commerce. The main message perme-
ating his (and other) work is that agent technology is expected to bring effi-
ciency to businesses and thus improve its profitability (e.g. by improving the
rate of successful transactions from the total number of attempted transactions,
or by decreasing the total time required to complete a transaction), but also to
benefit individual users (e.g. by assuring ”price-optimality” of purchases or by
increasing customer satisfaction). However, taking into account the high diver-
sity of e-commerce activities involving electronic payments, business document
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processing (orders, bills, requests for quotes, etc.), advertising, negotiation, user
mobility, delivery of goods, security etc., it is clear that a lot more work needs
to be done to achieve the vision of a global distributed e-commerce environment
supported by intelligent software agents. This claim is further supported by the
fact that it is almost impossible to point out to an existing (and used in day-
to-day operation) large-scale implementation of an e-commerce agent system.
While a number of possible reasons for this situation have been suggested (see,
for instance, [10]), one of them has been recently dispelled. It was shown that
modern agent environments (e.g. JADE, [7]) can easily scale to 1500 agents and
300000 messages ([3]). Since these results have been obtained on a set of 8 anti-
quated Sun workstations, it is easy to extrapolate the true scalability of JADE
on modern computers and thus it is possible to build and experiment with large-
scale agent systems. This is the general direction of agent system development
that will be addressed in this paper. If mobile and intelligent software agents
are to become an important part of the e-commerce infrastructure, we have to
start implementing such systems that involve large number of agents interacting
in a way that is to model realistic scenarios arising in an e-marketplace. This
process has to have at least two goals in mind: (1) to focus on the technical
aspects of the system, such as agent functionalities, their interactions and com-
munication, agent mobility etc., and (2) to focus on modeling the economical
processes occurring in an e-marketplace, such as: effects of pricing strategies, of
negotiation protocols and strategies, flow of commodities etc. The first goal at-
tempts to address the problem of lack of large-scale agent systems implemented
using agent environments (we are aware of large bio-inspired agent simulations
written in C, but this is not what we are interested in). Without being able to
show that it is actually possible to implement such systems, using tools that are
apparently designed with this goal in mind, agent research will never be able to
reach beyond academia. The second goal points to a possible application of the
system. While we do not try to convince anyone that as system like ours will be
immediately usable in real-life e-commerce, we can point to an interesting way to
utilize our system. This possible application is e-commerce modeling. Due to the
agent flexibility it will be relatively easy to experiment with the above described
as well as other factors appearing in various e-commerce scenarios. While both
of these developmental paths are very closely related to each other in this paper
we are more concerned with the former.

In this broad context, our goal is to create a system with a multitude of
agents that play variety of roles and interact with each-other in an abstract
e-commerce environment. Currently, we follow our earlier work, where first, we
have implemented a set of lightweight agents capable of adaptive behavior in con-
text of price negotiations (by dynamically loading appropriate software modules;
see [11] and work referenced there). Second, we have implemented a simplistic
skeleton for an e-commerce simulation ([2]). Third, we have combined these two
developmental threads into a unified e-commerce environment [12]. One of the
important limitations of our work reported thus far was the fact that we have
experimented only with a very limited number artifacts populating our system
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(products, negotiation mechanisms and strategies, agents of various types, com-
puters). The aim of this paper is to report on the results of our experiments
when the size of the system has been increased considerably. In the remaining
parts of this paper we, first, present the top level description of the system. We
follow by a summary of the implementation-specific information as well as an
example illustrating its work in a larger-scale setting.

2 System Description

In our work we aim at implementing a multi-agent e-commerce system that
in a long run will help carrying out experiments with real-world e-commerce
scenarios. In this context, note the exploratory nature of our work: the system
is based on an abstract e-commerce environment describing an artificial world
in which e-commerce agents perform variety of functions typically involved in
e-commerce, rather than on a solution to a specific business problem in terms of
a limited number of application-specific agents.

Our e-commerce model extends and builds on the e-commerce structures pre-
sented in [2] and [11]. Basically, our environment acts as a distributed market-
place that hosts e-shops and allows e-clients to visit them and purchase products.
Clients have the option to negotiate with the shops, to bid for products and to
choose the shop from which to make a purchase. Conversely, shops may be ap-
proached ”instantly” by multiple clients and consequently, through negotiation
mechanisms (including auctions), have an option to choose the buyer. At this
stage the system is under development and has a number of limitations. (1) Only
four negotiation protocols have been implemented: FIPA English auction, FIPA
Dutch auction, iterative bargaining and fixed price (also known as take-it-or-
leave-it). Note that the first two are one-to-many negotiations while the last two
are one-to-one negotiations (see [1] for a discussion on how various negotiation
mechanisms can be parameterized). (2) The two strategy modules are trivial and
are there only to show that such modules can be downloaded upon request. (3)
We have only shops that are allowed to advertise commodities (clients cannot
advertise products they are seeking). (4) While various strategies could be em-
ployed to decide where to buy from (e.g. the best price, the safest offer, the most
trusted offer, etc.), we are using only the best negotiated price. (5) We have im-
plemented only single-item negotiations. In the case of multi-item negotiations
there exist a much large number of factors influencing purchase decision. (6) Our
system can be (but is not) made adaptable through data mining (e.g. history of
buyer-seller interactions can lead to negotiation strategy adjustment). We plan
to address these serious restrictions in the near future.

Shops and clients can be created through a GUI interface that links users
(buyers and sellers) with their Personal Agents. However, these agents are in
many ways spurious for the operation of our system (especially in the context of
e-commerce modeling - goal (2) above). Furthermore, a Personal Agent is con-
sidered to be an envoy of the user that resides on her machine and represents
her interests in all aspects of e-life. Thus, in the context of our system its role
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is ”only” to create Client / Shop agents that will be a part of the e-commerce
system; and therefore the Personal Agent is not further discussed. Note that it
is also possible to create Client and Shop agents via a command-line line in-
terface. This facility extremely is useful for preparing experiments via scripting
programs.

The top level conceptual architecture of the system illustrating proposed
types of agents and their interactions in a particular configuration is shown in
Figure 1. Let us now describe each agent appearing in that figure and their re-
spective functionalities.

A Client agent (CA) is created by the Personal agent to act within the mar-
ketplace on behalf of a user that attempts to buy ”something.” Similarly, a Shop
agent represents user who plans to sell ”something” within the e-marketplace.
After being created both Shop and Client agents register with the CIC agent to
be able to operate within the marketplace. Returning agents will receive their
existing IDs. In this way we provide support for the future goal of agent behav-
ior adaptability. Here, agents in the system are able to recognize status of their
counterparts and differentiate their behavior depending if this is a ”returning”
or a ”new” agent that they interact with.

There is only one Client Information Center (CIC) agent in the system (in
the future we may need to address this potential bottleneck [3]). It is respon-
sible for storing, managing and providing information about all ”participants”
existing in the system. To be able to participate in the marketplace all Shop
and Client agents must register with the CIC agent, which stores information in
the Client Information Database (CICDB). The CICDB combines the function
of client registry, by storing information about and unique IDs for all users and
of yellow pages, by storing information about of all shops known in the market-
place. Thus Client agents (new and returning) communicate with the CIC agent
to find out which stores are available in the system at any given time. In this way
we are (i) following the general philosophy of agent system development, where
each function is embodied in an agent and (ii) utilizing the publisher-subscriber
mechanism based on distributed object oriented systems. Furthermore, this ap-
proach provides us with a simple mechanism of correctly handling the concurrent
accesses to a shared repository without having to deal with typical problems of
mutual exclusion etc. Actually, all these problems are automatically handled by
JADE’s agent communication service.

A Client agent is created for each customer that is using the system. Each
Client agent creates an appropriate number of ”slave” negotiation agents with
the ”buyer role” (Buyer agents hereafter). One Buyer agent is created for each
store, within the marketplace, selling sought goods.

On the supply side, a single Shop agent is created for each merchant in the
system and it is responsible for creating a slave negotiation agent with the ”seller
role” (Seller agent hereafter) for each product sold by the merchant within her
e-store.

Finally, Database agents are responsible for performing all database oper-
ations (updates and queries). For each database in the system we create one
database agent (in the future we may need to address this possible bottleneck
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CICDB CIC 

Buyer Buyer Buyer Buyer 

Client Client 

Seller Seller Seller Seller 

Shop Shop 

ShopDB ShopDB 

Fig. 1. The abstract e-commerce environment (two-client; two-shop version)

[3]. In this way we decouple the actual database management activities from the
rest of the system (i.e. the database management system can be modified in any
way without affecting the agent side of the system and vice-versa). Currently,
there are two databases in the system: a single CICDB database (operated by
the CICDB agent containing the information about clients, shops and product
catalogues, and a single Shop Database (ShopDB) operated by the ShopDB agent
storing information about sales and available supplies for each merchant regis-
tered within the system.

The central part of the system operation is comprised by price negotiations.
Buyer agents negotiate price with Seller agents. For this purpose Buyer agents
migrate to the e-stores known by the CIC agent to carry sought after commodity.
In case of multiple Buyer agents attempting at purchasing the same item, they
may compete in an auction. Results of price negotiations are send by the Shop
agent to the Client agent that decides where to attempt at making a purchase.
Note that the system is fully asynchronous and thus an attempt at making a
purchase does not have to result in a success as by the time the offer is made
other Buyer agents may have already purchased the last available item. In this
way we proceed with an e-commerce model similar to the airline ticket reserva-
tion where until an actual purchase is made item is reserved, but may not be
available at a later time. Note that once the complete system is created, chang-
ing this policy will require only a limited amount of work. Furthermore, it will
be possible to add different scenarios of completing negotiations to the system
and build a mega-system, where all of these strategies will exist together. Ability
to achieve this goal by simply adding new agents with new behaviors illustrates
the power of agent-based system design.
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3 Implementation and Experiments

3.1 System Implementation

The current implementation of the proposed environment has been made within
the JADE 3.3 agent platform ([7]). The main reason for this selection was the
fact that JADE is one of the best modern agent environments. JADE is open-
source, it is FIPA compliant and runs on a variety of operating systems including
Windows and Linux (and, as illustrated below, it is also possible to run JADE in
a mixed environment). Furthermore, as reported above, in [3] we have observed
its very good scalability.

JADE provides a flexible and configurable architecture that matches well
with our requirements. Negotiations between Seller and Buyer agents take place
in JADE containers. There is one Main container that hosts the CIC agent.
Users (customers and merchants) can create as many containers they need to
hold their Client and Shop agents (e.g. one container for each e-store). Buyer
agents created by Client agents use JADE mobile agent technology to migrate
to the Shop agent containers to engage in negotiations. In this context, a con-
tainer simulates a marketplace where various Seller and Buyer agents meet and
negotiate. Moreover, all these containers linked via the agent platform simulate
a bazaar filled with marketplaces filled with trading agents.

The current implementation is based on several Java classes organized into
several categories. Each category is implemented as a separate Java package.

– Agent classes. Classes of this package are used for describing various agent
types used in the system. Each agent class incorporates a subset of agent
activity classes, also called behaviors. Behaviors are used as an abstraction
that represents an atomic activity performed by an agent.

– Database classes. Classes of this package are used for describing agents that
are responsible for management of database connections.

– Negotiation classes. Classes of this package implement a simple framework
for describing various negotiation protocols. This framework uses the Initia-
tor and Participant roles, as defined by the FIPA Contract Net Interaction
protocol ([5]).

– Reasoning classes. These classes used for the implementation of the vari-
ous reasoning models employed by the negotiation agents; see [11] for more
details concerning model of negotiation agents. Our implementation sup-
ports agents that dynamically load their negotiation protocols and reasoning
modules. The implementation combines the Factory design pattern ([4]) and
dynamical loading of Java classes ([11]).

– Ontology classes. These classes are necessary for implementing agent com-
munication semantics, using concepts and relations. Current implementation
uses an extremely simple ontology that defines a single concept for describing
Client and Shop preferences including prices, product names and negotiation
protocols.

– Other classes. This package contains various helper classes.
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In our system, agent communication is implemented using FIPA ACL mes-
sages [5]. We have used the following messages: SUBSCRIBE, REQUEST,
INFORM, FAILURE, CFP, PROPOSE, ACCEPT-PROPOSAL, REJECT-
PROPOSAL, REFUSE. SUBSCRIBE messages are used by the Shop and
Client agents to register with the CIC agent and for the Buyer agents to
register (to participate in auctions) with the Seller agent. REQUEST mes-
sages are used by Client agents to query the CIC agent about what shops are
selling a specific product and for Client agents to ask the Shop agent for a
final confirmation of a transaction. INFORM messages are used as responses
to SUBSCRIBE or REQUEST messages. For example, after subscribing to
the CIC agent, a Client agent will get an INFORM message that contains its
ID, or after requesting the names of the shops that sell a specific product,
a Client agent will receive a list of the Shop agent IDs in an INFORM mes-
sage. Buyer agents are using FAILURE messages to inform the master Client
agents about the unsuccessful result of an auction. Finally, CFP, PROPOSE,
ACCEPT-PROPOSAL, REJECT-PROPOSAL and REFUSE messages are
being used by negotiating agents.

3.2 Experiments

The system can be run in a simple setting for demonstration purposes by manu-
ally creating Shop and Client agents via the GUI, or directly from command-line
when a large number of agents, containers, products etc. is to be created [6].

For the purpose of this paper we have utilized experiments involving multiple
agents residing on multiple computers. First, Client agents resided on a single
computer and Buyers migrated to Shop agents residing on the remaining 19
machines. Second, Client agents resided on 4 computers, while the remaining
16 machines contained Shop agents. Furthermore, to illustrate heterogeneity of
the environment in which our system can run, in both experimental settings the
Main container of the agent platform resided on a computer running Linux, while
the remaining 20 computers run Windows. In addition JADEs Sniffer agent also
was executed, on the Linux PC,. This agent is provided by JADE and its role
is to report on communications between agents in the system. Figure 2 presents
agent communication captured with help of this agent (note Linux environment).

In the experiment shown in Fig 2 every Shop had three different products.
Thus, at the beginning of an experimental run every Shop registered with the
CIC agent, then created 3 Sellers (one Seller for each product). Seller agents
also registered with the CIC agent and then waited for the incoming Buyer(s).
Communication involved in these operations can be seen in Fig 2. There exist
two events which are necessary for to start negotiations: appearance of at least
one Buyer and an interrupt caused by the timer (see Figure 3).

After creation, Client registered with the CIC agent. Upon user request,
it obtained list of Shops, where product(s) of interest were sold and created
Buyer agents and sends them to the selected Shops. When Buyer arrived at the
marketplace it asked about current negotiation protocol, communicated with
its Client and obtained a corresponding strategy module and waited for start
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Fig. 2. The beginning of work of the system — registration with CIC and CICDB
agents

Fig. 3. The beginning of work of the system — DOS window
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of negotiations. After finishing negotiations, Seller informed Shop agent about
their results and Shop agent notified appropriate Client about successful result
of negotiations (see also Fig 2).

In the experiment represented in Fig 2 and Fig 3 we used three products,
which Client could buy. Thus, we had a total of more than 200 agents populating
the system. It should be pointed out that the most time-consuming operation
is system initialization (creation of containers). However, since containers are
created once, they have only minimal impact on the operations of the system.

We have run multiple experiments, changing the number of (a) containers,
(b) computers, (c) Clients, (d) Shops, (e) negotiation protocols, (f) products
(g) mixture of Linux and Windows environments, etc. In each case experiments
run smoothly and supported our general claim that the proposed system, when
further developed can: (1) can be scaled to a truly large size, and (2) be used
for e-commerce modeling.

4 Concluding Remarks

In this paper we have introduced an agent-based e-commerce system that has ac-
tually been implemented and show to fulfill the basic promises of agent systems.
The most important of them were: (1) system scalability, (2) flexibility, and (3)
heterogeneity. Obviously, the proposed system has a number of shortcomings
that we are aware off, and we will work vigorously to remove them and develop
and implement a truly comprehensive system. We will report on our progress in
subsequent reports.

References

1. Bartolini, C., Preist, C., Jennings, N.R.: A Software Framework for Automated
Negotiation. In: Proceedings of SELMAS’2004, LNCS 3390, Springer Verlag (2005)
213–235.

2. Chmiel, K. et al.: Agent Technology in Modelling E-Commerce Processes; Sam-
ple Implementation. In: C. Danilowicz (ed.): Multimedia and Network Information
Systems, Volume 2, Wroclaw University of Technology Press, (2004) 13–22.

3. Chmiel, K. et al.: Testing the Efficiency of JADE Agent Platform. In: Proceedings
of the 3rd International Symposium on Parallel and Distributed Computing, Cork,
Ireland, IEEE Computer Society Press, Los Alamitos, CA, (2004) 49–57.

4. Cooper, J.W.: Java Design Patterns. A Tutorial. Addison-Wesley, (2000).
5. FIPA: The foundation for intelligent physical agents. See http://www.fipa.org.
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Abstract. This paper presents a parallel version for the Propagation
Algorithm which belongs to the region growing family of algorithms.
The main goal of our implementation is to decrease de Propagation Al-
gorithm execution time in order to allow its use on image interpolation
applications. Our solution is oriented to low cost high performance plat-
forms such as clusters of workstations. Four different input data sets
represented by pairs of images were chosen in order to carry out experi-
mental tests. The results obtained show that our parallel version of the
Propagation Algorithm presents significant speedups.

1 Introduction

Creating virtual in-between views from two scenes of the same subject taken
from different points of view can be a very interesting tool to economize re-
sources in some practical applications [1]. One main example is typically found
in teleconferencing with limited network bandwidth. Image-based interpolation
is a method to create smooth and realistic virtual views between two original
view points. Interpolation applications are usually based on a three-phase algo-
rithm [2]: construction of a dense matching map between the original images,
separations of matched areas from unmatched ones and finally the generation of
all in-between images. The matching phase is by far the most time consuming
one of this procedure. The general technique for matching areas from different
images is called region growing. Its basic principle is the use of images charac-
teristics to group neighbor pixels and thus creating regions. In [3], a new region
growing algorithm was proposed. It is based on the construction of a quasi-dense
matching map between the two original views and it is able to perform more ac-
curate matches. Its originality consists on the adoption of a “best first” strategy
to select the next match from a set of seed matches which is updated through the
addition of each new found match from the precedent algorithm iteration. This
new algorithm was called the Propagation Algorithm, and the improvements on
the matching procedure brought together an additional computational cost. This
paper proposes a parallel version for the Propagation Algorithm. The target ar-
chitecture is a cluster of workstations and the implementation was carried out
using the standard message passing library MPI [4].
� This work was developed in collaboration with HP Brazil R&D.
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The parallelization of the region growing technique has been the subject
of several different studies [5]. One of the most spread techniques is based on
the “Split and Merge” strategy [6]. On this approach, the merge phase is done
through the construction of a non-oriented graph to represent the problem. The
graph boundaries are the image regions and the connections between the extrem-
ities stand for the neighbors relation of the regions. The first parallel versions of
the regions growing algorithm based on the “Split and Merge” approach were im-
plemented over SIMD machines and dynamic structures were used to store image
regions information [7,8]. Another experimental study of the parallel versions of
the image segmentation algorithm based on the regions growing technique (also
based on the “Split and Merge” approach) was presented by [9]. On this work,
the authors propose a new version of the algorithm to determinate the connected
components of an image and a new parallel approach is presented for the merge
phase.

The paper is organized as follows. In Section 2, the image interpolation ap-
plication is reviewed, with emphasis to the propagation (region growing) algo-
rithm. After, the proposed parallel approach is described in Section 3. Section 4
presents some experimental results for four different case studies. Finally, some
concluding remarks and future directions are given in Section 5.

2 Propagation Algorithm

Before starting the Propagation Algorithm, a preparation phase is necessary to
select the seed matches. Points of interest [10] are naturally good seed point
candidates because they represent the points of the image that have the high-
est texture. These points are detected in each separated image. Next, they
are matched using the ZNCC (zero-mean normalized cross correlation) mea-
sure [3]. At the end of this phase,
a set of seed pairs is ready to be
used to bootstrap a region grow-
ing type algorithm which propa-
gates the matches in the neighbor-
hood of seed points from the most
textured pixels to the less textured
ones. The Propagation Algorithm
itself is based on a classic region
growing method for image segmen-
tation [11] which uses pixel homo-

IMAGE 1 IMAGE 2

a
A

a2

A2

a3
A3

b

c

B

C

Neighborhood 5x5

Neighborhood 3x3

Seed matches

Possible matches

Fig. 1. Neighborhood propagation

geneity. However, instead of using pixel homogeneity property, a similar measure
based on the matches correlation score is adopted. This propagation strategy
could also be justified by the fact that seed pairs are composed by points of
interest, which are the local maxima of the texture. Thus, these matches neigh-
bors are also strongly textured what allows good propagation even though they
are not local maxima. The neighborhood N5(a,A) is defined as being all pixels
within the 5x5 window centered at these two points (one window per image).
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For each neighboring pixel in the first image, a list of match candidates is con-
structed. This list consists of all pixels of a 3x3 window in the corresponding
neighborhood of the second image (see Fig. 1). The complete definition of the
neighborhood N (a, A) is given by:

N (a,A) = {(b,B), b ∈ N5(a),B ∈ N5(A), (B −A)− (b − a) ∈ {−1, 0, 1}2}.

The input of the algorithm is a set which contains the current seed pairs.
This set is implemented by a heap data structure for a faster selection of the
best pair. The output is an injective displacement mapping which contains all
the good matches found by the Propagation Algorithm. Briefly, all initial seed
pairs are starting points of concurrent propagations. At each step, a match (a, A)
with the best ZNCC score is removed from the current set of seed pairs. Then,
the algorithm looks for new matches in its match neighborhood and, when it
finds one, it is added to the current seed pairs set and also to the set of accepted
matches which is under construction.

3 Parallel Propagation

The parallel implementation for the Propagation Algorithm discussed on this
section was developed in order to allow the use of this new algorithm on realistic
situations. Thus, it was necessary to achieve better performances without using
parallel programming models oriented to very expensive (but not frequently
used) machines. Therefore, the natural choice was a cluster with a message
passing programming model.

As seen before, the Propagation
Algorithm advances by comparing
neighbors pixels through out the
source images surface. From some
seed pairs, it can form large matching
regions on both images surface. In
fact, a single seed pair can start a
propagation that grows through a large
region over the images surface. This
freedom of evolution guarantees the
algorithm to achieve good results in
terms of matched surfaces. Another
characteristic is that the algorithm is
based on global “best-first” strategy
to choose the next seed pair that will
start a new propagation, which also
has a direct effect on the final match

Image Surface

Seed Points Redundancy Matched Surfaces

Fig. 2. Redundancy problem

quality. These two characteristics are hard to deal with if one wants to propose
a parallel distributed version of the algorithm without loosing quality at the
final match. The “best-first” strategy implementation is based on a global
knowledge of the seed pairs set, which is not appropriated to a non-shared
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memory context. In addition, the freedom of evolution through out the images
surface assumes that the algorithm knows the entire surface of the images, and
this can create a situation where several processors are propagating over the
same regions at the same time creating a redundancy of computation (Fig.
2). Besides, it is not possible to know in advance how many new matches a
seed pair will generate. Thus, from a parallel point of view, the Propagation
Algorithm is an irregular and dynamic problem which exhibits unpredictable
load fluctuations. Therefore, it requires the use of some load balancing scheme
in order to achieve a more efficient parallel solution.

The parallel solution proposed in this paper is based on a master-slave
scheme. One processor will be responsible for distributing the work and cen-
tralizing the final results. The others processors will be running the Propagation
Algorithm, each one using a sub-set of the seed pairs and knowing a pair of
corresponding slices over the images surface (coordinates of target slice). The
master distributes the seed pairs over the nodes considering their location over
the slices. This procedure replaces the global “best-first” strategy by several lo-
cal “best-first” ones. Each local seed pairs sub-set is still implemented as a heap
which is ordered by the pair ZNCC score. This strategy minimizes the problem
of loosing quality at the final match.

Once the problem with the global “best-first” strategy is solved, it still re-
mains the problem of the algorithm limitation of evolution over the images sur-
face. As said before, each node can propagate just over the surface of its asso-
ciated slice in order to avoid computation redundancy. However, forbidding the
evolution out of the associated slice generates two kinds of losses. First, some
matches are not done because they are just at the border of one slice and one
of its points is placed outside it. Second, some regions in one slice may not be
reached by any propagation started by a seed pair located inside of its surface,
but instead they could be reached by a propagation started at a neighbor slice.

Such a limitation is partially solved by a technique called flexible slices. This
technique allows the Propagation Algorithm to expand through the surface of
its neighbor slices in a controlled way. As shown on Fig. 3, each processor works
over its own associated slice, but it also knows its neighbor slices and it has
the permission to propagate over them. But still, it is not interesting to leave
the Propagation Algorithm free to compute its neighbors entire surface. This
may cause the computation of too many repeated matches. To avoid that, each
processor has the permission to compute just over a percentage of its neigh-
bors surface. This percentage is related to the number of slices. A large num-
ber of slices implies in thinner slices. In this case, it is acceptable to allow a
processor to advance over a large percentage of its neighbors surfaces. On the
other hand, a small number of slices implies in larger slices. Here, the algorithm
must not propagate too much over the neighbors surface. Finally, it is impor-
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tant to mention that the master must
receive all matches generated by the
slaves and it must filter the unavoidable
duplicated ones. In order to send these
final matches to the master, each slave
has a communication buffer which is
filled progressively as the Propagation
Algorithm advances. When the buffer is
full, it is sent to the master. After that,
the slave immediately returns to its ex-
ecution. All slaves do the same proce-
dure, in a way that forces the master
to have a receiving queue. This queue
is dimensioned to avoid buffer losses by
the master. When a slave reaches the
end of its seed pairs sub-set, it sends

Image Surface

Seed Points Matched Surfaces

}
}

}
}

} 50% ext.

50% ext.

50% ext.

50% ext.

50% ext.

Slice 3

Slice 4

Slice 2

Slice 6

Slice 1

Slice 5

Fig. 3. Flexible slices approach

an incomplete buffer to the master. When the master receives an incomplete
buffer, it knows that the sender has finished its work and sends a new slice (seed
pairs sub-set) back to it (if there is still sub-sets available). Figure 4 shows the
complete flow-chart for the parallel Propagation Algorithm.

Propagation Propagation Propagation

Seed pairs local heap 1 Seed pairs local heap 2 Seed pairs local heap n

Slave 1 Slave 2 Slave nMaster

Selection

Final matches Local matches Local matches Local matches

Seed pairs global heap

Fig. 4. Flow-chart of the parallel Propagation Algorithm

The last problem to deal with in the parallelization of the Propagation Al-
gorithm is the workload distribution. If the source images are divided into more
slices than the number of nodes available, the following strategy is adopted:

1. the master divides the set of seed pairs into sub-sets based on their location
over the slices;

2. each slave receives one slice with its associated sub-set;
3. each slave computes its own sub-set of seed pairs;
4. when there is no more seed pairs to compute, the slave sends a signal to the

master;
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5. if there is some available slices remaining, the master choose a new one and
send it to the available slave.

In fact, the master has a queue of slices, organized by their position over
the images surface. In order to choose which slice will be sent to an available
slave, the master just gets the first slice of this queue. This procedure is sufficient
to avoid the workload unbalance problem originated by the different amount of
seed matches each slice has.

4 Experimental Results

In order to perform the experimental tests of the parallel implementation of the
Propagation Algorithm, four case studies were selected. Table 1 presents the size
of the images that compose those case studies with their respective sequential
execution times obtained using a Pentium III 1 Ghz with 256 MB RAM.

Table 1. Execution times for the sequential Propagation Algorithm

Image Flower House Rock Trunk

Size (pxs) 368x384 768x512 512x768 360x240

Propagation time (s) 6.32 15.24 14.32 3.20

Each pair of images shows specific characteristics. The Flower pair is the only
one based on non-realistic images. Both, the House and the Rock pairs have the
same size, but the House pair has more textured regions and presents occluded
elements. Finally, the Trunk pair is the only one based on a gray scale of colors
and it has the smallest number of textured regions. This set of input images is
clearly not exhaustive, but the pairs of images were carefully chosen to make it
possible to verify the the parallel Propagation Algorithm behavior on different
situations.

For all input images, experimental tests were carried out varying on the
number of processors1(N), number of slices per slave (fine grain and coarse
grain) and the redundancy extension allowed over the slices. The number of
slices per slaves is obtained by 2 ×N (coarse grain) and by 3 ×N (fine grain).
Moreover, the slices redundancy extension used was 30% and 100% of the slices
height. Figure 5 shows the speedup, execution time (T) and efficiency (E) of
the parallel Propagation Algorithm for each case study. The experimental tests
showed that, for all input images pairs, our parallel implementation achieved
an execution time reduction about 81% (� 79.26% for the Rock, � 80.01%
for the Trunk, � 81.49% for the House and � 83.86 for the Flower) using 9
processors. On the other hand, all executions carried out with more than 9
processors presented a significant lost of performance.
1 The target architecture was a cluster with 8 nodes Pentium III 1 Ghz dual and 256

MB RAM connected by a 100 Mb Fast-Ethernet network.
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(c)
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(b)
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(c)
T 10.54 8.84 7.68 5.51 5.10 4.15 2.97
E 45.29 40.50 37.29 43.32 40.11 43.13 53.57

(d)
T 10.55 9.23 7.05 5.47 4.52 4.02 3.09
E 45.24 38.79 40.62 43.63 45.26 44.53 51.49

Fig. 5. Results: speedup, execution time (T, in seconds) and efficiency (E, in %)

The analysis of the curves on the graphs of Fig. 5, one can clearly identify
that the 30% of redundancy extension always results in a better efficiency. This
result was expected, since with a lower redundancy allowed there are less pairs to
match. We could then expect even better results with less than 30% extension,
however this is not possible due to the lost of matches at boundaries of each slice
what compromises the final match quality.

Examples of the parallel Propagation Algorithm output for each case study
((a) Flower, (b) House, (c) Rock and (d) Trunk) can be visualized at Fig.6. The
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(a) Flower

(b) House

(c) Rock

(d) Trunk

Fig. 6. Output of the parallel Propagation Algorithm for each case study
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squared regions in both images of each pair show the extension of the matched
regions obtained from the seed matches. Readers can notice that the Propagation
Algorithm advances better over the textured surfaces. Regions like the sky in the
Trunk pair or the grass in the House pair were not matched due to absence of
texture. Furthermore, some regions on the images boundaries cannot be matched
because they do not appear in both views.

5 Conclusions

The implementation of a parallel version for the Propagation Algorithm was pre-
sented in this paper. The particularity of this algorithm consists on the adoption
of a “best first” strategy to select the next match from a set of seed matches
firing several propagations that can advance over the same images zones gener-
ating a large redundancy in the computation of the seed matches. Our parallel
version is based on a master/slave scheme and we proposed a new technique
called flexible slices to solve the redundancy problem. Several experiments were
carried out in order to verify the usability of our approach and the results present
a significant gain of performance. Finally, it is the authors opinion that the work
developed so far was worthwhile. The results obtained are interesting and the
implementation allowed a quite good understanding of the problem, leading to
promising directions for further investigations.
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Abstract. We consider techniques for parallelization of the multidimensional 
hypercomplex discrete Fourier transform. There are two potentials for parallel 
algorithm synthesis: specific structural properties of hypercomplex algebra and 
inner parallelism of multidimensional Cooley-Tukey scheme. Both approaches 
are developed; results of their experimental research are shown. 

1   Introduction 

The multidimensional hypercomplex discrete Fourier transform (HDFT) [1] of real 
signal, given by  

( ) ( )
1

1
,

1 1
,..., 0

,..., ,...,

d

N

d d
n n

F m m f n n W
−

< >

=
= m n , ,

1

k k
d

m n
k

k

W w< >

=
=∏m n , 1N

kw =  (1) 

has increasingly been in the focus of attention of those working in image and multi-
dimensional signal processing. A number of publications by the Russian and foreign 
researchers are devoted to the HDFT applications (see [3], [4], [5]).  

The characteristic feature of the transform (1) is that the N-th roots kw  from unity 

are found in different sub-algebras isomorphic to complex algebra C of some 2d alge-
bra dB . Accordingly, the spectrum values ( )1,..., dF m m  are found in algebra dB . In 

the two-dimensional case (d=2), the transform (1) takes the form: 

( ) ( ) 1 1 2 2

1 2

1 1

1 2 1 2 1 2
0 0

, , ,
N N

m n m n

n n

F m m f n n w w
− −

= =
= 1 20 , 1m m N≤ ≤ − , (2) 

where { }12
1 exp Nw πε= , { }22

2 exp Nw πε= , 1ε , 2ε  ( )2 2
1 2 1ε = ε = −  are the constitu-

ent elements of some four-dimensional hypercomplex algebra, with its arbitrary element 
defined as  
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1 2 1 2z = α + βε + γε + δε ε . (3) 

Note that the classical discrete Fourier transform is a particular case of the trans-
form (1) at 1 ... d iε = = ε = ∈C . Thus, we can state that besides a variety of special 

applications discussed in Refs. [3], [4], [5], the transform (1) provides an effective 
instrument for solving the entire scope of problems in digital signal processing, which 
rely upon the discrete Fourier transform (fast calculation of discrete convolutions, 
filtration, signal compression, etc.)  

As noted in Ref. [1], the only principal property that determines the efficiency of 
the HDFT's applied use is not the specific structure of hypercomplex algebra dB , but 

the existence of a sufficient number of isomorphic copies of complex algebra in it. In 
Ref. [1] it was proved that the minimal number of real operations required for addi-
tion/multiplication of elements in dB  is achieved at  

12

...
d

d
−

≅ ⊕ ⊕ ⊕1442443B C C C  
(4) 

Besides, in Refs. [1], [2] an automorphism system is constructed, an algorithm for 
fast multiplication of algebra dB  elements developed, and sequential HDFT algo-

rithms are synthesized.  

2   Parallel HDFT Algorithm Based on Hypercomplex Algebra  

When implementing a multidimensional transform, a major problem is increasing 
computational effort with increasing dimensionality. A natural way of resolving the 
problem is parallel implementation of the transform (1). It stands to reason that a 
principal feasibility of such a parallelization is incorporated in the representation (4). 
Besides, additional opportunities for increasing the algorithm's parallelism and effi-
ciency are offered by the inner parallelism of the Cooley-Tukey scheme, an analog of 
which is used for generating the hypercomplex spectrum.  

Below, principles on which the algorithm is based are exemplified by the 2D trans-
form. Let an arbitrary element z of four-dimensional algebra 2B  be defined by the 

relation (3). 
Introduce the change of variables: 

0 1 21u = + ε ε , 1 1 21u = − ε ε , 2 1 2u = ε − ε , 3 1 2u = ε + ε . 

Then, the hypercomplex number z is given by  

( ) ( ) ( ) ( )( )1
0 1 2 32

.z u u u u= α + δ + α − δ + β − γ + β + γ  (5) 

Obviously, for an arbitrary 2z ∈B  the change to (5) will call for four real addi-

tions. However, for the real (input signal) and complex (the roots kw ) numbers such 

a change does not require performing non-trivial arithmetic operations.  
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The inverse change to the original representation also calls for four real additions 
per hypercomplex spectrum pixel.  

The multiplication rules for the new basis elements are given in Table 1. 

Table 1. Multiplication rules for the basis elements  

 0u  1u  2u  3u  

0u  02u  0 22u  0 

1u  0 12u  0 32u  

2u  22u  0 02u−  0 

3u  0 32u  0 12u−  

It should be noted that in the above representation, the products of the elements 0u  

and 2u  by the elements 1u  and 3u  are equal to zero. This implies that with such a 

representation the calculation of a product of two hypercomplex numbers consists in 
two entirely independent procedures. Instead of the product  

( )( )0 1 2 3 0 1 2 3xu yu zu vu u u u u+ + + α + β + γ + δ  

it will suffice to independently calculate two products: 

( )( ) ( ) ( )( )0 2 0 2 0 22 ,xu zu u u x z u x z u+ α + γ = α − γ + γ + α  

( )( ) ( ) ( )( )1 3 1 3 1 32 .yu vu u u y v u y v u+ β + δ = β − δ + δ + β  

Thus, the most cumbersome algorithm's operation - calculation of the product of 
hypercomplex numbers - can be parallelized into two independent branches which do 
not require data exchange. Thus, per-operation time will be reduced by nearly twice.  

The structure of the sequential fast HDFT algorithm [1] is such that the representa-
tion (5) allows the calculation to be completely separated by the same principle. As a 
result, the parallel algorithm of the 2D HDFT is as follows:  

− change from the original representation (3) to the representation (5); 
− data distribution between two processors; 
− taking the transform (2) using algorithms of Cooley-Tukey type [2]; 
− hypercomplex spectrum reconstruction. 

The processing in two-dimensional case is illustrated by the Fig.1. During the talk 
the authors propose to discuss the case of an arbitrary dimension d. 

The main advantage of the proposed algorithm is essential decrease of computa-
tional complexity of next operations: 

− addition of hypercomplex numbers in 12d−  times;  

− multiplication of complex root by hypercomplex number in 12d−   times; 
− multiplication of two arbitrary hypercomplex numbers for d=2 in more than 3 

times, for an arbitrary d – in ( )12 2 1 3d d− +   times.  
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Besides, it is saved an important feature of sequential algorithm that is the use the 
symmetric properties of real signal hypercomplex spectrum (see, for example, [1], 
[2]). But to use the symmetry it is required to carry out additional data exchange, re-
sulting in slight decrease of parallelization general efficiency. 

II

Operation cycle
Timeout

I

Processor number

Time
D mappingata 

 

Fig. 1. Illustration of processor workloads for parallelization based on algebra properties (two-
dimensional case) 

3   Parallelization Using the Decomposition Structure  

The above-described approach allows synthesis of a parallel algorithm for the d-

dimensional HDFT paralleled between 12d−  processors. Accordingly, the algorithm's 

speed up will not exceed the value of 12d− . With a greater number of processors 
available, it is expedient to implement an additional parallelization due to the multi-
dimensional Cooley-Tukey decomposition structure. The data and computation distri-
bution principle is exemplified below by a two-dimensional transform. 

The basic relationship for "the radix 2" decomposition of the HDFT (2) [2] takes 
the form: 

( ) ( ) 1 2
1

1 2 1, 2 1 2
, 0

, am bm
ab

a b

F m m F m m w w
=

= %  (6) 

where 

( ) ( ) ( ) ( )2 1 1 2 2

1 2

1
2 2

1 2 1 2 1 2
, 0

, 2 ,2 .

N
m n m n

ab
n n

F m m f n a n b w w
−

=
= + +%  

The key operation of the algorithm is the reconstruction (6) of the complete spec-

trum ( )1 2,F m m  from the known (derived) values of partial spectra ( )1 2,  abF m m% . 

Assume that every partial spectrum has been calculated on a separate processor. Note 
that the processing time will be approximately the same for all the processors because 
the spectrum array sizes and the calculation algorithms are the same. Then, every 
processor performs multiplications of the partial spectra elements by the power of the 
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roots 1 2,w w . Then, the values derived are transferred to a processor where the hy-

percomplex spectrum is finally formed.  
It stands to reason that in this way the process can be parallelized between any 

number of processors divisible by four by using several decomposition steps of type 
(6). The expected time of the hypercomplex spectrum computation is in inverse pro-
portion to the number of processors because the major computation effort is ac-
counted for the computation of the smaller-size HDFTs. For the data dimensionality 

2d > , a similar scheme involving stepwise parallelization between 2d processors can 
be applied.  

Fig.2 illustrates the described algorithm for two-dimensional case and one step of 
decomposition fulfilled. 

I
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Operation cycle
Timeout

Processor number

Time
D mappingata 

 

Fig. 2. Illustration of processor workloads for parallelization based on decomposition structure 
(two-dimensional case, one decomposition step) 

The advantage of this approach is twofold reduction of transmitted data volume 
due to symmetry of hypercomplex spectrum of real signal. 

4   Experimental Studies  

To date, we have implemented and studied the parallel algorithms of two-dimensional 
hypercomplex discrete Fourier transform based on both algebra properties and de-
composition structure, and also the combined algorithm. Below the parallelization 
results are given for next cases specified in table 2, where p is the required processor 
number. 

The studies were conducted on the cluster of the Moscow State University R&D 
Computer Center (RDCC MSU), which consists of 16 two-processor nodes on the 
Pentium III platform, integrated into a high-speed network SCI. Fig. 3 shows the pro-
gram execution time pT  (in seconds) as a function of N, where N×N is the two-

dimensional HDFT size.  
Tables 3 shows the experimentally derived values of the algorithm's speed up, 

1 pU T T= , and efficiency, 1 pE T pT= . 
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Table 2. List of examined algorithms 

p Algorithm 
1 Sequential algorithm 
2 Algorithm based on algebra properties  
4 Algorithm based on decomposition structure (1 step) 
8 Combined algorithm  
16 Algorithm based on decomposition structure (1 steps) 

t, c
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20

0
0 512 1024 2048

N

p=2
p=1

p=4
p=8
p=16

 

Fig. 3. Computation time for the N×N – HDFT 

Table 3. Algorithm's speed up and efficiency 

 Speed up Efficiency 

N p=2 p=4 p=8 p=16 p=2 p=4 p=8 p=16 
128 1,805 2,261 4,082 6,545 0,903 0,565 0,510 0,409 
256 1,802 2,795 5,035 6,444 0,901 0,699 0,629 0,403 
512 1,790 2,372 4,246 6,382 0,895 0,593 0,531 0,399 
1024 1,803 2,925 5,274 6,577 0,902 0,731 0,659 0,411 
2048 1,791 2,725 4,881 7,243 0,896 0,681 0,610 0,453 

5   Conclusions 

Thus, in the presented paper the synthesis principles for parallel algorithms of hyper-
complex DFT are developed. Two ways of DFT parallelization are implemented. The 
best efficiency was reached during parallelization based on structural properties of the 
algebra ( ≈90%). The efficiency of parallelization based on Cooley-Tukey scheme 
and combined algorithm amounts to 40-73%. Efficiency decrease with increasing 
processors' number is connected with decreasing part of simultaneous calculation of 
partial spectra, which gives the main effect. Obtained results allow us to conclude that 
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if number of dimensions will increase at limited number of processors the approach 
used structure of multidimensional hypercomplex algebra is the most preferable. 
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Abstract. In this paper, we present a new parallel Fortran extension called mpF. 
The language based on both data and task parallelism allows explicit 
specification of data and computations distribution. We discuss some reasons 
for the language design and demonstrate the basic mpF features on an example 
of the parallel matrix multiplication algorithm SUMMA. The mpF 
implementation is compared with its MPI counterpart. 

1   Introduction 

There are two extremes of parallel programming. The first one is the use of a 
sequential language and a parallelizing compiler. It is the most comfortable approach 
for application developers but the least efficient. The second one is the use of a 
sequential language and the basic level libraries for synchronization and access to 
data. It is potentially the most efficient but the least comfortable approach. 

The most common architecture for parallel computing now is distributed memory 
systems. The following approaches to the extremes: High Performance Fortran (HPF) 
[1] and Message Passing Interface (MPI) [2] are the most commonly used for parallel 
programming such systems now. HPF is easy in use but in general inefficient [3]. 
MPI is efficient but hard to use.  

A parallel programming language called mpF [4] is an attempt to develop a parallel 
extension of Fortran 90 being a golden mean between easiness in use and efficiency. 
It was developed on base of experience of development and use of the mpC parallel 
programming language [5,6]. Both languages were developed in Institute for System 
Programming of the Russian Academy of Sciences. The important features of the 
mpF and the mpC are that they support efficiently portable parallel programming of 
heterogeneous platform and mixed data and task parallelism. 

The language features are demonstrated on an example implementation of Scalable 
Universal Matrix Multiplication Algorithm (SUMMA) proposed in [7]. It was chosen 
for demonstration of mpF because this efficient and scalable algorithm is the base of 
the matrix multiplication algorithm in widely used parallel library ScaLAPACK [8] 
                                                           
∗ This research is supported by Computational and Information Aspects of Solving Large 

Problems program of the Division of Mathematical Sciences of the Russian Academy of 
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and its elegant MPI implementation is presented in [7] as an example, demonstrating 
the power of MPI for coding concurrent algorithms. Moreover the algorithm is 
intended to execution with heterogeneous distribution of data between processes. 

The main contribution of the paper is presentation of the mpF implementation of 
the algorithm SUMMA and its comparison with the MPI counterpart. The mpF 
parallel programming language is introduced as well. 

The rest of the paper is organized as follows. In section 2 we present our 
motivation of the language design. Section 3 introduces algorithm SUMMA. Its 
implementation in mpF is presented in section 4. In section 5 we compare mpF and 
MPI implementations. Section 6 concludes the paper. 

2   Motivation of the Language Design 

Fortran is still the main programming language for scientific and technical 
applications. Language dialects known as Fortran 90, Fortran 95, and defined by the 
new published standard ISO/IEC 1539-1:2004, are enough suitable for development 
of efficient and portable programs for sequential architectures, vector and superscalar 
computers, and for shared memory systems. These Fortran dialects support data 
parallel programming for SMP computers because provide whole array expressions, 
functions and assignment, and executable constructs like FORALL loop. Such 
language facilities allow both development of efficient programs and generation of 
efficient parallel target code. Automatic parallelization of source code is also possible 
for architectures listed above, and the existing parallelizing compilers can be 
successfully used for development of real-life applications. On the other hand, 
development of such parallelizing compiler is still the complicated and labor-
consuming task. 

The situation in area of applications for distributed memory systems (MPP 
computers) is different. Both automatic parallelization of sequential source code (we 
call it compiler approach) and array expressions and constructs do not allow yet 
producing an efficient parallel target code for wide class of applications. The existing 
parallelizing compilers still are prototypes, which stay far from the industrial level.  

Presently two approaches are used for development of the real-life computational 
applications for MPPs: message passing libraries (library approach), or parallel 
extensions of Fortran (language approach) Library approach is very flexible and 
efficient, but looks to be tedious and error-prone for development of large and 
complex applications. Language approach based on data- or task parallelism is much 
more easy-to-use for development of computational applications.  

The most widespread parallel extensions of Fortran are initially based on data 
parallelism and use the implicit approach to distribution of data and computations – 
parallelism is specified by the set of compiler directives. With exception of such 
compiler directives (designed usually as Fortran comments) the program is still the 
sequential Fortran program and can be developed and debugged on uniprocessors. 
Examples of such implicitly data parallel languages are HPF 1.1[9], Fortran D[10], 
Fortran DVM[11]. Data parallel languages allow the efficient implementation for big 
set of computational algorithms. But these languages do neither support 
heterogeneous computing and task parallelism. 



422 A. Kalinov et al. 

 

On the other hand, the Fortran M language [12] is based on explicit task 
parallelism. The corresponding extensions of FORTRAN 77 are made in syntax of 
statements. The Fortran M program can be efficiently compiled for both distributed 
and shared memory systems. The language allows to specify the virtual computer 
(processor array), and its topology may differ from the size and shape of the physical 
multiprocessor. The mapping is performed using language constructs, which influence 
the programs performance but not correctness. It means, the programmer can develop 
his/her application on uniprocessor workstation and then tune performance on parallel 
system by changing mapping constructs. But the absence of data parallel constructs 
makes Fortran M almost similar (from the users point of view) to Fortran with MPI 
calls. 

Thus, there is a need in Fortran language extension for MPP computers, suitable 
for efficient programming of wide class of applications. This language has to support 
both data- and task-parallel programming paradigms. Additionally, this language 
should be easy-to-use for the programmer, on the one hand, and not too complicated 
for the efficient implementation, on the other hand. The evolution of HPF (HPF 2.0) 
[1] and Fortran D (Fortran D95)[10] is directed to combination of data- and task-
parallel facilities in one language. Thus, the set of parallel algorithms that can be 
efficiently implemented is extended, but additional extensions of such big language 
make it more and more complicated in use and in implementation. 

The library approach to extension of data-parallel language also can be 
successfully applied to combine data- and task parallelism in one system. An example 
of such approach is HPF/MPI [13] – an HPF binding for Message Passing Interface, 
that allows making parallel applications consisting of different groups of processes. 
Processes of each group correspond to some data-parallel task that is coded in HPF; 
MPI calls are used for interaction between process groups. The portable 
implementation of HPF/MPI provides a significant speedup for many applications in 
comparison to pure HPF. It is necessary to say that such extension inherits not only 
benefits, but also drawbacks of low-level library approach – developers time 
consumption and debugging difficulties. Also, because the extended language is HPF, 
the problem of generation of efficient parallel code for data-parallel tasks is not 
eliminated. 

In our opinion the implementation complexity of existing Fortran dialects and its 
relatively low flexibility are conditioned on implicit approach to data parallelism. The 
user has facilities to specify data distribution only, and compiler is responsible for 
extracting of efficient communication pattern. On the contrary, the library approach 
mentioned above is explicit but hard to use. 

The proposed Fortran extension [4] is based on explicitly parallel approach and 
includes both data- and task parallelism. During design of the language called mpF 
we had used the principal concepts of the mpC language [5,6]. At that we worked for 
three goals: first, to provide high performance for wide class of applications; second, 
to make the extension not too big and easy in use; third, to raise the application 
reliability by means of language facilities. Like mpC mpF is aimed at efficient 
programming of irregular applications and allows obtaining good speedup on 
heterogeneous computing systems. Withal, the proposed Fortran extension is compact 
and introduces only some new entities and most new constructs are designed in 
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traditional Fortran style and spirit. We choose for extension Fortran 90 as the simplest 
version of Fortran with whole array operations.  

3   Scalable Universal Matrix Multiplication Algorithm SUMMA 

Let us consider the formation of the matrix products CABC βα += . We assume that 

each matrix X  is of dimension XX nm × , { }CBAX ,,∈ . Naturally, there are 

constraints on these dimensions: mmm CA == , kmn BA == , nnn CB == . We 
consider processes of the parallel program as cr ×  grid. The rcp =  nodes are 

indexed by their row and column index and the ),( ji node will be denoted by ijP . 

We consider two dimensional data decompositions with the following assignment 

of data to nodes: Given XX nm ×  matrix X , { }CBAX ,,∈ , and an cr ×  logical 

process grid, we partition as follows: 

=

−−−

−

)1)(1(0)1(

)1(000

...

......

...

pqq

p

XX
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X , 

and assign ijX  to process ijP . Submatrix ijX  has dimensions X
j

X
i nm × , with 

= XX
i mm  and = XX

i nn .  

For simplicity, we will take 0,1 == βα  in our algorithm description. If ija , ijb  

and ijc  denote the ),( ji  element of the matrices, respectively, then the elements of 

C are given by  
−

=

=
1

0

k

l
ljilij bac . 

Notice that rows of C  are computed from rows of A , and columns of C  are 
computed from columns of B . We hence restrict data decomposition so that rows of 
A  and C  are assigned to the same row of nodes and columns of B  and C  are 

assigned to the same column of nodes. Hence, 
A
i

C
i mm =  and 

B
j

C
j nn =

. 
Let us consider what computation is required to form ijC  

( )

j

i

B

jP

j

j
A

Qiiiij

B

B

B

AAAC

~

)1(

1

0~

)1(10 ...
|...||=

−

− . 

Note that iA
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 is entirely assigned to node row i , while jB
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 is entirely assigned to 

node column j . Letting 
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we see that 
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Hence the matrix-matrix multiply can be formulated as a sequence of rank-one 
updates. 

It now suffices to parallelize each rank-one update. Pseudo-code for this, executed 
simultaneously on all nodes ijP  looks as follows:  

ijC  = 0 

for l=0, k-1 

    broadcast l
ia~  within node row i   

    broadcast j
lb

~
 within node column j  

    ijC  = ijC  + 
Tj

l
l
i ba

~~ ⋅  

endfor 

The process is illustrated in Fig. 1. 
Further improvements can be obtained by observing that reformulating the method 

in terms of matrix-matrix multiplications instead of rank-one updates can greatly  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Operations implementing the inner loop of matrix multiplication of a 2x3 grid of nodes 
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improve the performance of an individual node and reduce communication overhead. 

In our explanation, each column l
ia~  became a panel of columns and row j

lb
~

 

a corresponding panel of rows. 
Algorithm SUMMA is based on an implementation of the broadcast as passing of a 

message around the logical ring that forms the row or column. This allows pipelining 
computations and communications and making the algorithm scalable. The proof of the 
scalability as well as MPI code for the pipelined blocked algorithm is presented in [7]. 

4   Implementation of the SUMMA in mpF 

In this section we present the mpF implementation of the algorithm SUMMA 
equivalent to the MPI implementation presented in [7].  
 
module grid_nettype                                          !1 
! two dimensional grid                                       !2 
  nettype grid(p,q)                                          !3 
    integer p,q                                              !4 
    coord(p,q)                                               !5 
  end nettype                                                !6 
end module                                                   !7 
                                                             !8 
subroutine pdgemm(                                          &!9 
    net,       &!network argument                            !10 
    p, q,      &!network dimensions                          !11 
    m, n, k,   &!global matrix dimensions                    !12 
    nbl,       &!panel width                                 !13 
    alpha,     &!multiplication constant                     !14 
    a,         &!array that holds local part of matrix A     !15 
    lda,       &!leading dimension of a                      !16 
    b,         &!array that holds local part of matrix B     !17 
    ldb,       &!leading dimension of b                      !18 
    beta,      &!multiplication constant                     !19 
    c,         &!array that holds local part of matrix C     !20 
    ldc,       &!leading dimension of c                      !21 
    ma, na,    &!dimensions of blocks of A                   !22 
    mb, nb,    &!dimensions of blocks of B                   !23 
    mc, nc,    &!dimensions of blocks of C                   !24 
    w1, w2)     !work arrays                                 !25 
  use grid_nettype                                           !26 
  nettype(grid(p,q)) net                                     !27 
  integer, replicated :: p,q,m,n,k,ma,na,mb,nb,mc,nc         !28 
  dimension ma(p), na(q), mb(p), nb(q), mc(p), nc(q)         !29 
  double precision a(lda,*),b(ldb,*),c(ldc,*),w1(*),w2(*)    !30 
  replicated kk=1,iwrk,icr=1,icc=1,ii=1,jj=1,ic,ir,l,len     !31 
  double precision d_one=1.0                                 !32 
  subnet (net), allocatable :: s1(:,:)                       !33 
  distribution (s1) :: l,len                                 !34 
                                                             !35 
  m1=1.coordof.net  !my row in network                       !36 
  m2=2.coordof.net  !my column in network                    !37 
! C=beta*C                                                   !38 
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  c[1:mc(m1),1:nc(m2)]=c[1:mc(m1),1:nc(m2)]*beta             !39 
  main_loop: do while(kk.le.k)                               !40 
    iwrk=min(nbl,mb(icr)-ii,na(icc)-jj)                      !41 
    A_panels_bcast: do ir=1,p                                !42 
      allocate (s1(ir:ir,q))                                 !43 
      region(s1) block                                       !44 
!   pack current iwrk columns of A into w1 on node (ir,icc)  !45 
        len=ma(ir)*iwrk                                      !46 
        region(s1(:,icc:icc))                               &!47 
          w1(1:len)=reshape(a(1:ma(ir),jj:jj+iwrk),(/len/))  !48 
!       ring broadcast w1 within row ir                      !49 
        do l=icc,icc+q-2                                     !50 
            (net(ir,mod(l+1,q)))(w1(1:len))=                &!51 
                              (net(ir,mod(l,q)))(w1(1:len))  !52 
        end do                                               !53 
      end region                                             !54 
      deallocate (s1)                                        !55 
    end do A_panels_bcast                                    !56 
    B_panels_bcast: do ic=1,q                                !57 
      allocate (s1(p,ic:ic))                                 !58 
      region(s1) block                                       !59 
!     pack current iwrk rows of B into w2 on node (icr,ic)   !60 
        len=nb(ic)*iwrk                                      !61 
        region(s1(icr:icr,:))                               &!62 
          w2(1:len)=reshape(b(ii:ii+iwrk,1:nb(ic)),(/len/))  !63 
!       ring broadcast w2 within column ic                   !64 
        do l=icr,icr+p-2                                     !65 
          (net(mod(l+1,p),ic))(w2(1:len))=                  &!66 
                             (net(mod(l,p),ic))(w2(1:len))   !67 
        end do                                               !68 
      end region                                             !69 
      deallocate (s1)                                        !70 
    end do B_panels_bcast                                    !71 
!   update local block                                       !72 
    call dgemm("N","N",mc(m1),nc(m2),iwrk,alpha,            &!73 
               w1,mb(m1),w2,iwrk,d_one,c,ldc)                !74 
!   update icr, icc, ii, jj, kk                              !75 
    ii=ii+iwrk                                               !76 
    jj=jj+iwrk                                               !77 
    if(jj.gt.na(icc)) then icc=icc+1; jj=1; endif            !78 
    if(ii.gt.mb(icr)) then icr=icr+1; ii=1; endif            !79 
    kk=kk+iwrk                                               !80 
  end do main_loop                                           !81 
  return                                                     !82 
end                                                          !83 
 

In mpF, the concept of the computing space is introduced. It is defined as a set of 
virtual processors (nodes), which may have different performance. Subsets of the 
computing space (called regions of the computing space) are used to distribute data, 
evaluate expressions, and execute statements. The computing space is managed via 
network objects or simply networks. Their network types characterize networks. 
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Lines 1-7 contain the definition of module grid_nettype, which holds the 
definition of network type grid. This network type (lines 3-6) describes two-
dimensional networks consisting of p*q nodes with two-dimensional coordinate 
system. The nodes have the first coordinate ranging from 1 through p and the second 
coordinate ranging from 1 through q. 

Data object distributed over a region of the computing space comprises a set of 
components of the same type so that any node of the region holds just one component.  

In mpF, procedures (subroutines and functions) are divided into two classes: nodal 
and distributed procedures. Nodal procedures are executed by individual nodes of the 
computing space region. All subroutines and functions of Fortran 90 (including the 
intrinsic ones) are nodal procedures in mpF.  

Nodes of a certain region of the computing space execute distributed subroutines 
and functions. The notion of distributed procedures is specific for task parallel 
languages. Syntactically, distributed procedures do not differ from nodal ones. The 
difference is in the list of formal parameters. In addition to the parameters with the 
names interpreted in the conventional Fortran way, any distributed subroutine or 
function must have exactly one network parameter. The name of this parameter is the 
name of a user-defined (in the scope of the procedure or outside it) network or an 
intrinsic network.  

The subroutine pdgemm implementing algorithm SUMMA is an example of 
distributed procedure. Besides usual Fortran 90 formal parameters (lines 11-25) it has 
network parameter net (line 10). By default all formal parameters and data defined in 
the scope of the subroutine are distributed over the network net, which is defined in 
line 27 as a two-dimensional pxq grid of nodes. 

Line 31 defines replicated variables. Distributed data object is called replicated if 
the values of all its components are identical. 

An expression can be evaluated by a single node or by a region of the computing 
space. In the latter case, the expression is called distributed, and the region on which 
the expression is evaluated is called the expression distribution region. 

There are three types of distributed expressions: 

- An asynchronous expression does not require any communication between the 
nodes of the computing space for its evaluation; in fact, the evaluation of such 
an expression decomposes into independent computations performed at the 
nodes of the expression distribution region. 

- A synchronous expression requires the communication between the nodes of 
the computing space for its evaluation. 

- All components of replicated expressions value are equal. Replicated 
expressions can be both synchronous and asynchronous. 

A network can be treat as an array of nodes. A network section (or simply 
subnetwork) is referenced in the way similar to an array section in Fortran. In 
distinction with array sections subnetworks can have names. A network or subnetwork 
can be declared as allocatable. Similar to allocatable arrays allocatable networks and 
subnetworks are expected to be allocated later in the program by respective 
ALLOCATE statement.  

Line 33 defines the allocatable subnetwork s1 of the network net. 
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Line 34 defines distribution of the variables len and l over the subnetwork s1. 
Note, that by default all other variables are distributed over the network net.   

Lines 36 and 37 assign values of the first and second coordinates of the node in the 
network net to the distributed variables m1 and m2 respectively. The right parts of 
the assignments contain the binary operation .COORDOF.. The right-hand operand of 
.COORDOF. specifies the region of the computing space, and the left-hand operand 
specifies the dimension of the right-hand operand. The result of .COORDOF. is the 
distributed integer value with the components equal to the corresponding coordinate 
of the node that stores these components. .COORDOF. is an asynchronous operation 
and assignments in lines 36-37 are asynchronous statements. 

The asynchronous statement in line 39 performs local update ijij CC β= . All nodes 

of the network net perform this update in parallel. 
Lines 40-81 express the main loop of the algorithm. It is finished when the index of 

the current row/column panel kk became greater then k.  
Line 41 computes width of the current panels iwrk. It is computed so that the 

current panel of the matrix A belongs to the one node column and the current panel of 
the matrix B belongs to the one node row. Here nbl is default panel width, 
mb(icr) is the number of rows of matrix B  distributed to the current node row, 
icr, ii is the number of the rows from this row nodes have been processed, 
na(icc) is the number of columns of matrix A  distributed to the current node 
column icc, jj is the number of the columns from this column nodes have been 
processed.  

The DO construct in lines 42-56 broadcasts current panel of matrix A  over logical 
ring. The DO statement in line 42 iterates the node rows.  

Line 43 allocates the subnetwork s1 consisting of the nodes of the ir-th node row 
of the network net. To ensure correctness of the subnetwork allocation the coordinate 
expressions of the allocate statement must be replicated over the network net. 

The REGION construct in lines 44-54 specifies that nodes of the ir-th node row 
execute code in lines 45-53. So, nodes of the different rows independently in parallel 
execute all computations inside the construct.  

Line 45 compute the number of the elements in the part of current panel of matrix 
A  distributed to the nodes of the ir-th node row.  

The REGION statement in lines 47-48 specifies that the statement in line 48 is 
executed on the node with coordinates (ir,icc). The assignment in line 48 copies 
part of the current panel belonging to the node into one-dimensional buffer w1.  

The DO construct in lines 50-53 performs passing of the buffer w1 around node 
row ir. The assignment in lines 51-52 copies first len elements of the buffer w1 on 
the node with coordinates (ir,mod(l,q)) to the buffer w1 on the node with 
coordinates (ir,mod(l+1,q)). Note that it is important that coordinate expressions 
specifying distribution of left and right parts of the assignment must be replicated over 
subnetwork s1.  

The assignment in lines 51-52 is synchronous. Therefore enclosing constructs DO 
(lines 50-53), REGION (lines 44–54), DO (lines 42–56), and DO (lines 40–81) are 
synchronous as well. It is crucial that all nodes executing the DO constructs execute 
exactly the same number of iterations. This is ensured with requirements that logical 
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expressions in loop control of the loop in lines 50-53 must be replicated over the 
subnetwork s1 and the ones of the loops in lines 42-56 and 40-81 must be replicated 
over the network net.  

The line 55 deallocates the subnetwork s1. 
Similar to the code in lines 42-56 the code in lines 57-71 broadcasts current panel 

of matrix B  over logical ring. 
Lines 73-74 call BLAS [14] subroutine dgemm for the sequential matrix 

multiplication to perform the local update 
Tj

l
l
iijij baCC

~~ ⋅⋅+= α  in parallel.  

Lines 76-80 update the variables used for the main loop execution control. 

5   Comparison with MPI 

This section discusses benefits of parallel programming in mpF over parallel 
programming in MPI and compares efficiency of mpF and MPI implementations of 
SUMMA algorithm. 

5.1   Writing in mpF Versus Using MPI 

Mainly a program written in mpF differs from a program written in MPI in the way 
work splitting and interactions among parallel processes are specified. 
Communications part of the SUMMA performs broadcast of the current panel of the 
matrices A  and B  over logical ring. Let us compare implementation of the broadcast 
of the current panel of the matrix A using mpF (lines 42-56 in example above) and 
MPI below.  

Suppose that separate communicator comm corresponds to each row of the node 
grid. MPI implementation looks as follows:  

 
    len=ma(m1)*iwrk                                        !mpi1 
    if(m2.eq.icc)                                         &!mpi2 
      w1(1:len)=reshape(a(1:ma(m1),jj:jj+iwrk),(/len/))    !mpi3 
    if(mod(m2+1,q).ne.icc)                                &!mpi6 
      call mpi_send(w1,len, MPI_DOUBLE_PRECISION,         &!mpi4 
                    mod(m2+1,q),tag,comm,ierr)             !mpi5 
    if(m2.ne.icc)                                         &!mpi7 
      call mpi_recv(w1,len,MPI_DOUBLE_PRECISION,          &!mpi8 
              mod(m2-1+q,q),tag,comm,status,ierr)          !mpi9 

 
Note, that mpF implementation requires two DO constructs, ALLOCATE and 

DEALLOCATE statements, REGION construct and statement, and three assignments: 
for computing number of elements in buffer, for coping of the part of the current panel 
to the buffer w1, and for buffer exchange between nodes to express the broadcast. 
MPI implementations requires three IF statement, two assignments: for computing 
number of elements in buffer, and for coping of the part of the current panel to the 
buffer w1, and two call to MPI procedures to buffer exchange between processes to 
express the broadcast in Fortran 90 with call to MPI procedures. So the number of 
statements in the mpF implementation is even more then number of statements in the 
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MPI implementation. So it may seem that mpF language has no advantages over 
programming in MPI. 

The main advantages we can point here correspond to the possibility to detect a 
wide class of errors in compile time. 

- Communications in mpF are expressed with assignment statement. Therefore 
types and distributions of variable and expression (the left and the right parts of 
the assignment) can be checked. Expressions in distribution specifiers of the 
left and the right parts of the synchronous assignments must be replicated. This 
ensures the absence of deadlocks in mpF programs. 

- One of the main source of hard to detect errors in MPI programs is violation of 
replication, that is equality of the values of the expression components in case 
that it is supposed. For example, in fragment of MPI code above it is supposed 
that the values of expressions m1, ma(m1) are the same for all processes of the 
same column of grid nodes, and the value of iwrk, icc, jj, and q are the 
same for all processes participating in computations. Violation of those 
conditions leads to incorrect MPI program behavior that can be detected on 
debugging stage only. In mpF, most if not all of replication violations will be 
detected in compile time. 

- Semantics of the REGION statement in mpF fragment (lines 47-48) is the same 
as semantics of the IF statement (lines 2-3) in MPI fragment. Distribution 
specifier in REGION statement as well as logical expression in IF statement 
specifies which nodes/processes should execute the copying of the part of the 
current panel to the one-dimensional buffer. But Fortran 90 compiler does not 
know anything about this semantics and cannot check corresponding errors. 
Those errors can be detected on debugging stage only. On the contrary the 
information from the REGION construct or statement allows mpF compiler to 
check correctness of the distribution of the computations and communications. 
For example, if the statement in lines 51-52 of mpF implementation looks as 

 
      (net(ir,mod(l+1,q)))(w1(1:len))=                &!51 
                       (net(ir,mod(l,q+1)))(w1(1:len)) !52 
the mpF compiler detect an error because nodes with coordinates 
(ir,mod(l,q+1)) do not belongs to the subnetwork s1.  

5.2   Experimental Comparison of mpF and MPI Counterparts 

Two implementations of SUMMA were compared on example of multiplication of 
two 2000x2000 dense matrices on square grid of processes of dimension varied from 
1 (one process) to 10 (100 processes) on supercomputer cluster MVS-1000M: MPI 
implementation presented in [7] and mpF implementation presented in this paper. The 
cluster installed in Joint Supercomputer Center of the Russian Academy of Sciences 
consists of 384 dual Alpha21264A nodes interconnected via Myrinet 
(http://www.jscc.ru). For sequential matrix multiplication we use dgemm BLAS 
subroutine (implementation from http://www.netlib.org/blas/).  

Fig. 2 presents speedup of mpF and MPI implementations. One can see that the 
both implementations demonstrate super linear speedup. The most likely reason of 
super linearity is specific of the used BLAS implementation.  
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Fig. 2. Speedup obtained for MPI and mpF implementations on 2000x2000 matrix 
multiplication on square process grid as function of grid dimension on a cluster of dual 
Alpha21264A interconnected via Myrinet 
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Fig. 3. A ratio of time of mpF implementation to time of MPI implementation for 2000x2000 
matrix multiplication on square process grid as function of grid dimension on a cluster of dual 
Alpha21264A interconnected via Myrinet 

Fig. 3 presents a ratio of time of mpF implementation to time of MPI 
implementation. The average ratio is 1.06. 

Results presented on fig. 2 and fig. 3 allows us to say that subroutine of matrix 
multiplication implemented in high level parallel programming language mpF is 
insignificantly less efficient that its counterpart implemented in Fortran with call to 
low level message-passing library MPI. 
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6   Conclusions 

We present implementation of matrix multiplication algorithm in the parallel 
programming language mpF. The algorithm has communication pattern, which rather 
cannot be extracted from data parallel Fortran extensions. So we demonstrate 
expressive power of the mpF.  

We also stress attention to notion of replicated variables and expressions in the 
mpF language. Using replicated expressions in parallel assignments, distribution 
specifiers and control expressions of execution control constructs and statements 
avoids a lot of potential errors in parallel program. 

The language combines task and data parallel programming paradigms. Notion of 
distributed procedures and possibility to specify distribution of computations with 
REGION construct explicitly is specific to task parallelism. Possibility to specify 
distribution of data and extract the information about distribution of computations 
from distribution of data is specific to data parallelism. 

We show that mpF implementation of the nontrivial parallel algorithm demonstrate 
practically the same efficiency as the MPI implementation. 

So we demonstrate that mpF is easy enough in use and efficient parallel 
programming language. 
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Abstract. The new parallel algorithm has been developed and imple-
mented for solving the axial-symmetric problem of the interaction of a
plane shock wave with a free bubble system (cluster) resulting in the
formation of a stationary oscillating shock wave. The important charac-
teristics of the problem in question, such as acceleration, effectiveness,
and the influence of heterogeneity on the time of calculation have been
experimentally obtained. They enable us to evaluate the quality of the
algorithm and the scope for obtaining appreciable results. With the use
of the parallel algorithm discussed, the dynamics of the pressure fields
in a distant zone of a cluster is investigated, including the pressure field
of the shock wave radiated by a bubble cluster. It is fairly difficult over
a reasonable period of time to obtain results of such an investigation in
one computer due to the large size of the problem under consideration.

1 Introduction

Generation of pressure pulses in liquid and gases has been the subject of ongo-
ing research for many years. This work resulted in the development of various
pressure generators and shock-wave comulation methods. Research efforts were
focused on the exploration of media in which the energy transferred by relatively
weak pulsed loading can be absorbed, consentrated in a local region, and reemit-
ted in a pulse of substantially higher amplitude. In [1], the model developed by
Iordanskii, Kogarko, and van Wijngaarden was used in numerical studies to show
that interaction between a plane shock wave and a bubble cluster gives rise to a
shock wave with a pressure gradient tangent to its curved front. By focusing such
a wave, its amplitude can be increased by one or two orders of magnitude. As
another example of waves focusing in an axially symmetric geometry, processes
taking place in interaction between a plane shock wave and a toroidal bubble
cluster. The results of numerical study of near-axis wave structure was presented
for a focusing shock wave emitted by a bubble cluster in [2].
� Supported by the Siberian Division of the Russian Academy of Sciences, Integration

project no. 22.

V. Malyshkin (Ed.): PaCT 2005, LNCS 3606, pp. 433–445, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



434 V.D. Korneev et al.

This paper proposes the new parallel algorithm of the axially symmetric
problem of the interaction of the plane shock wave with a free bubble system
(the toroidal cluster) resulting in the formation in the liquid of a stationary os-
cillating shock wave. The new approach to parallelization of the algorithm of the
given problem is considered; The basic characteristics of the parallel algorithm,
obtained for different sizes of a computer system, different sizes of a bubble
cluster and different sizes of a problem are presented; The corresponding graphs
of the numerical experiments are plotted; The results of solution to a concrete
problem, obtained on the supercomputer system MVS1000 are presented; The
new results when solving the problem of the interaction of the plane shock wave
with a toroidal cluster have been obtained; Analysis of the wave field structure
in a distant zone of a cluster for three sets of geometrical parameters of the
toroidal bubble cluster was made; The improved values of the pressure dynam-
ics when the Mach disk is propagating along the axis for large time intervals
have been obtained. This paper proposes the new parallel algorithm of the ax-
ially symmetric problem of the interaction of the plane shock wave with a free
bubble system (the toroidal cluster) resulting in the formation in the liquid of a
stationary oscillating shock wave.

The new approach to parallelization of the algorithm of the given problem is
considered. The basic characteristics of the parallel algorithm, obtained for dif-
ferent sizes of a computer system, different sizes of a bubble cluster and different
sizes of a problem are presented. The corresponding graphs of the numerical
experiments are plotted. The results of solution to a concrete problem, obtained
on the supercomputer system MVS1000 are presented. The new results when
solving the problem of the interaction of the plane shock wave with a toroidal
cluster have been obtained. Analysis of the wave field structure in a distant zone
of a cluster for three sets of geometrical parameters of the toroidal bubble cluster
was made. The improved values of the pressure dynamics when the Mach disk
is propagating along the axis for large time intervals have been obtained.

2 Statement of the Problem and Governing Equations

We consider the shock wave generated by piston motion at the end of a shock
tube of radius rst filled with a liquid at the moment t = 0. The shock tube
contains a toroidal bubble cluster whose center is located on the shock-tube axis
(denoted by z) at distance lcl from its left boundary. The plane of the base
circle of the torus (hereinafter called the toric plane), which has a radius Rtor

(Rtor < rst), is perpendicular to the shock-tube axis. he cross-sectional radius
of the torus is Rcirc (see Fig. 1). The initial volume fractin of the gas phase
in the cluster is denoted by k0. All gas bubbles have equal radii Rb, and their
distribution over a cluster is uniform. At t > 0, the shock wave propagates along
the positive z axis, interacts with the toroidal bubble cloud, bypassed around it,
and is refracted as it encounters the cluster.

The focusing of the refracted wave by the cluster was computed by using a
modified Iordanskii-Kogarko-van Wijngaarden model [1], based on the continuity
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Fig. 1. Toroidal Bubble cluster: the hatched area is the toric section; z is the symmetry
axis

and momentum equations written for the average pressure p, density ρ, and
velocity u :

∂ρ

∂t
+ div(ρu) = 0,

∂u

∂t
+ u(∇u) = −1

ρ
∇p, (1)

p = p(ρ) = 1 +
ρoc

2
o

npo

[(
ρ

1− k

)n

− 1
]

, k =
k0

1− k0
ρβ3,

where ρ0 is unperturbed liquid density, c0 is the speed of sound in liquid, and
the ρ is the density of the bubble liquid normalized to the ρ0. It is obvious that
systen (1) is not closed: the Tait equation of state for the liquid phase contains
the volume fraction k of gas in the cluster, which is expressed in terms of the
dynamic variable β = R/R0 (relative bubble radius).

In the Iordanskii-Kogarko-van Wijngaarden model, a physically heteroge-
neous medium is treated as homogeneous, and the Rayleigh equation for β:

∂S

∂t
= − 3

2β
S2 − C1

β2
− C2

S

β2
− p

β
+ β−3γ , (2)

where

S =
∂β

∂t
, C1 =

2σ

R0p0
, C2 =

4μ

R0
√

p0ρ0
,

is used as a closure for system (1). Here, σ is surface tension; μ is viscosity;
n = 7.15; and p0, ρ0, R0,

√
p0/ρ0, and R0

√
ρ0/p0, are the reference parameters

used to obtain a dimensionless system of equations.
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3 Parallelization of the Solution Algorithm of the
Problem

The computer system MVS1000 is a system with the distributed memory. Such
systems are primarily intended for computing the MPMD- and the SPMD-
programming models. As is known, the problems that are solved by finite dif-
ference methods can be effectively parallelized in the computer systems with
the distributed memory using the SPMD- programming models or by the data
decomposition method [3 - 9]. It is this method that is applied for the paral-
lelization of the algorithm of the problem in question.

According to the definition given in Section 2, the computation model of
the problem in question consists of the bulk of a homogeneous liquid medium
and a bubble cluster included in it. Both the liquid medium and the bubble
cluster ”contribute” differently to the total time of calculation. Therefore, in
order to reveal the features of a parallel algorithm it is necessary to determine
the characteristics of the algorithm for computer systems of different size, for
clusters of different size, and for the problems with different number of points.

3.1 The Computational Domain

The medium domain is set as a 2D rectangle of size Xm ∗ Ym (in centimeters).
The bubble cluster domain is a 2D domain of a design configuration. The bubble
cluster domain is included into the medium domain.

In the domain of the medium a uniform rectangular grid is set that defines the
computational domain of the medium (hereinafter: ”medium domain” instead
of ”computational domain of the medium”). The grid has Nm ∗Km nodes along
the coordinates r and Z, respectively. The same computational grid is used for
the bubble cluster in the sub-domain of the medium domain where the cluster
is located.

Three medium variables and one variable of the bubble cluster are calculated
by the explicit five-point ”cross” stencil. When all the other variables are calcu-
lated at the grid points during the k+1-th time step, the values of variables are
only used that have already been obtained during the k-th time step.

3.2 Parallelization of the Algorithm

As stated above, the parallelization of the solution algorithm of the problem is
carried out by the method of decomposition of computational domains when both
the medium domain and the bubble cluster domain are divided into sub-domains,
and these sub-domains are distributed among the processors of the computing
system (multi-computer). The size and configuration of the sub-domains of the
decomposed domains are automatically calculated at each processor according
to the variables of these sub-domains and the value P that is equal to the number
of the processors in the multi-computer. Both the decomposition of the medium
domain and the decomposition of the bubble cluster domain have their own
salient features.
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Decomposition of the Computational Domain of the Medium. The computa-
tional domain of the medium is segmented into equal bands along the coordinate
Z. The size of the bands is calculated by the following formula: Km/P ∗ Nm

where P is the number of processors in the multi-computer. That is, the domain
is segmented along the direction of the plane wave propagation. Since the com-
putational domain of the medium is represented by the values of 10 variables
calculated at the grid points, all the arrays are cut into sub-arrays in accord
with the segmentation of the domain. The arrays calculated by the five-point
”cross” stencil are decomposed with the overlap of the values of the adjacent
points of the boundary sub-domains. Decomposition of the other arrays is car-
ried on without overlapping the boundary sub-domains. All parts of the arrays
corresponding to these sub-domains are then distributed among the processors
of the multi-computer.

Decomposition of the Computational Domain of the Bubble Cluster. The
computational domain of the bubble cluster is segmented into bands along the
coordinate Z as is the case with the medium domain (hereinafter: ”cluster do-
main” instead of ” computational domain of the bubble cluster”). The cutting
lines of the cluster domain are specified by the cutting lines of the medium do-
main and coincide with them completely. The width of the bands in the medium
domain depends on the number of processors P . As the cluster domain depends
on the medium domain, the sizes of the sub-domains of the decomposed cluster
domain and their configurations will be quite different for different values of
P . The sub-domains of the decomposed cluster domain are distributed among
the processors together with the corresponding sub-domains of the medium, to
which the cluster is bound. Therefore, in the first place, the cluster sub-domains
will not be distributed among all the processors, and, in the second place, the
size and configuration of the cluster sub-domains allocated to the processors will
be different. The processors to which the decomposed cluster sub-domains are
allocated are to be able to simulate these parts of the cluster in their memory.
In this case, the simulation is to be carried out automatically with different cut-
tings of this cluster. In the original sequential algorithm, the size of the bubble
cluster, its configuration and location in the medium are set in a special way,
by means of the variables. Every processor determines the cluster sub-domains
by the cutting lines of the medium domain. The decomposition algorithm of the
cluster domain is universal, and it is independent of the size and configuration
of the cluster.

All the three arrays of the values of the variables determining the cluster do-
main are segmented into sub-arrays according to the segmentation of the medium
domain. The array calculated by the ”cross” stencil is decomposed with the over-
lap of the values at the adjacent points of the boundary sub-domains. The other
arrays are decomposed without overlapping the boundary sub-domains.

3.3 Topology of the Computer System

It is known that the topology of a computer system is determined by the struc-
ture of the algorithm of a problem. In the case under consideration the topology
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is determined by the data structure, as the algorithm is parallelized by the data.
The data in the algorithm are segmented into bands, and the data exchange in
the course of calculation only happens between the adjacent bands. Therefore,
the linear topology of the computer system is sufficient for the problem solu-
tion. The bands of the decomposed medium domain are sequentially distributed
among the processors according to their numbers. The band with the smallest
coordinates of the grid points locates at the 0-th processor, the one with the
bigger coordinates - at the 1-st processor, etc. The band with the biggest grid
coordinates locates at the last processor. The sub-domains of the bubble cluster
are distributed among the processors according to the bands of the medium, in
which they are found.

The specified boundary conditions of the computational domain of the medium
along the coordinate Z are evaluated for the 0-th and the last processors, the
boundary conditions along the coordinate r being evaluated for all the proces-
sors.

3.4 Acceleration and Efficiency of the Parallel Algorithm

When developing a parallel algorithm, it is important to be aware of the poten-
tialities of the acceleration of calculations and of the amount of time needed to
organize the interactions between the parallel branches of the algorithm. It is
also important to know the efficiency indexes that allow us to compare the given
algorithm with other parallel algorithms. These indexes also allow us to evaluate
the quality of the algorithm in terms of the consumption of time needed for the
data communication between the processors.

The acceleration index of a parallel algorithm in the computer system with
P > 1 processors (hereinafter: P > 1) according to [3] will be assessed by the
following value

Up =
T1

Tp
, (3)

where T1 is the computational time of a sequential algorithm in one processor,
and Tp - the computational time of a parallel algorithm in the computer system
with Pprocessors.

The efficiency of parallelization in the computer system with P processors
will be assessed by the following value:

Fp =
Tpc

Tpc + Tpv + Tps
, (4)

where Tpc is the computational time in the computer system with Pprocessors;
Tpv is the total time used for the data communication between the processors
of the same system, Tps - the total time needed for the synchronization of the
branches of a parallel program.

The medium domain and the cluster domain differently affect the total time
of calculations because these two domains are different in size and have a different
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number of the major parameters. Therefore, for a better verification of the main
characteristics of a parallel algorithm two variants of testing procedures are
considered: - in the first variant the size of the cluster domain remains constant,
and the size of a computer system varies; - in the second variant the size of a
computer system remains constant, and the size of the cluster domain varies.

In the first variant testing is carried out for two medium domains of different
size.

Acceleration and Efficiency of the Parallel Algorithm When Calculat-
ing in the Systems of Different Size. This Section presents the results of
the first variant of testing the parallel algorithm of the problem under study.
In this variant, the characteristics of the algorithm are determined, in the first
place, for two different sizes of the medium domain, and, in the second place, for
two types of calculations in each of these domains. These two types of calcula-
tions are: 1) calculations for the medium with the cluster included in it, and 2)
calculations for the homogeneous medium only. In practice, the cluster domain
can differ in size. That is why, when calculating in the homogeneous medium
without a cluster, the characteristics of the parallel algorithm are limiting for
the problem as a whole. One more index is discussed here, the index of relative
acceleration:

Up,2p =
Tp

T2p

This index means the following: by what value the algorithm acceleration will
change if the number of processors in the system is doubled.

Testing was carried out in the computer system MVS1000 with a different
number of processors: one, two, four, eight, sixteen and thirty-two processors.
The parallel programming system MPI [12, 13] was used. Two medium domains
of different size were tested: O1 and O2. The size of the medium domain O1

was equal to Nm ∗ Km = 320 ∗ 3200 grid points along the coordinates r and
Z, respectively. The medium domain O2 was twice as large and was equal to
Nm ∗ Km = 640 ∗ 3200 grid points along the same coordinates. The cluster
domain was the same for all the cases and represented a circle of 20∗ 103 points.

Here the indexes Up, Fp, Up,2p and the total time of the problem solution Tp

for calculations in the homogeneous medium O1 will be denoted as Uo1
p , F o1

p ,
Uo1

p,2p and T o1
p , and for calculations with a cluster in the same medium - as Uk1

p ,
F k1

p , Uk1
p,2p and T k1

p . For calculations in the homogeneous medium O2 we will use
the following notations for the same indexes: Uo2

p , F o2
p , Uo2

p,2p and T o2
p . While for

calculations in the same medium with a cluster the indexes will be Uk2
p , F k2

p ,
Uk2

p,2p and T k2
p .

Below we present the following plots of characteristics of a parallel algorithm
when computing with the use of a different number of processors: 1) plots for the
acceleration indexes Uo1

p , Uk1
p and Uo2

p , Uk2
p ; 2) plots for the efficiency indexes

F o1
p , F k1

p and F o2
p , F k2

p ; 3) plots for the acceleration indexes Uo1
p,2p, Uk1

p,2p and
Uo2

p,2p, Uk2
p,2p; 4) plots for the time allotted for the problem solution T o1

p , T k1
p and

T o2
p , T k2

p .
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Fig. 2. Plots for the acceleration indexes of the algorithm for two types of calculations
in medium O1 when computing with the use of a different number of processors

The acceleration indexes Uo1
p (see Fig. 2) appeared to be sufficiently good,

for example, Uo1
2 = 1, 8, Uo1

32 = 22. That is, when using two processors the speed
of the algorithm is almost twice as large as compared to one processor. And,
when the multi-computer has thirty-two processors the speed of the algorithm
becomes 32 times as large.

The indexes Uo1
p are limiting for Uk1

p , i.e., the smaller the cluster domain,
the closer the plots Uk1

p to the plots Uo1
p . Acceleration indexes of both types of

calculations in the medium O2 are close to those in the medium O1. We would
remind you that O2 is twice as large as O1.

In the plot (see Fig. 3), the efficiency indexes show what extra time is taken
in order to send data from one processor to another. As is evident from the plot,
when the number of processors in the computer system increases, the efficiency
of parallel calculations gradually decreases. For systems consisting of two or
more processors, the communication channels between them essentially affect
the speed of data exchange and, consequently, the total time of calculations.
As follows from (2), the plot shows that time needed for parallel interactions
relatively increases when the size of the computer system grows.

It should be noted that the plots for the efficiency indexes of the algorithm
for calculations in the medium O2 are similar to the plots presented in Figure 3.

The plots of the relative acceleration indexes Up,2p for different types of
calculations (see Fig. 4) are also indicative. They help to answer the following
question: how many times does the speed of calculations increase if the size of a
computer system is doubled? As is clear from the plots if there are 32 processors
in a system instead of 16, then the acceleration Uo1

p,2p only increases by the
factor of 1.65, and the acceleration Uk1

p,2p - by the factor of 1.57. These plots
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Fig. 3. Plots for the efficiency indexes of the algorithm for two types of calculations
in medium O1 when computing in a computer system with a different number of
processors

indicate that the speed of calculations decreases with an increase in the size of
the computer system. This implies that with a certain size of a computer system,
the speed of calculations will not grow at all or will even reduce. However, this
is valid for the given size of the problem only.

The last two plots indicate that both the efficiency and the relative speed
of calculations decrease with the growth in the size of the computer system. It
should be so for the given problem. For a particular problem, with the growth
of the computer system, the body of data assigned to each processor decreases
proportionally with the size of the system (see Section 3.2). It means that the
number of computational operations decreases when the size of the computer
system grows while the number of exchange operations - between the parallel
branches - remains the same. Here we mean the exchanges for the calculations of
three variables of a medium and one cluster variable (see Section 3.1). It should
be noted here that the plots of the relative acceleration indexes of the algorithm
for calculations in the medium O2 are similar to the plots in Figure 4.

And, finally, Figure 5 shows how the total time of calculations depends on
the size of the computer system used for the media of different size.

Influence of the Size of a Bubble Cluster on the Total Time of Parallel
Computations. In this Section, we present the results of the second variant of
testing the parallel algorithm of the problem under study in the case where the
size of the computer system remains constant and the size of the cluster domain
varies.
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Fig. 4. Plots for the relative acceleration indexes of the algorithm for two types of
calculations in medium O1 when computing in a computer system with a different
number of processors

For the given problem it is also very important to know how the size of a
bubble cluster influences the total time of parallel computations. The testing
was carried out in the computer system MVS1000 with a constant number of
processors, namely, four, but for clusters of different size. In all the cases, the
medium domain was the same and equal to Nm ∗Km = 1280 ∗ 1280 grid points
along both coordinates. Cluster domains of different size were used, and they
were allocated to the processors differently.

Two sub-variants were considered that differed both in the size of clusters
and in their location at the processors. In each sub-variant, the cluster domains
differed in size only, their location at the processors being the same. The size
of the cluster was determined by the number of points of the cluster domain,
its configuration being unimportant. In the first variant four clusters were con-
sidered, their sizes being K1 = 50 ∗ 103, K2 = 100 ∗ 103, K3 = 150 ∗ 103,
and K4 = 200 ∗ 103 points, respectively. In the second variant there also were
four clusters with KL1 = 100 ∗ 103, KL2 = 200 ∗ 103, KL3 = 300 ∗ 103 and
KL4 = 400 ∗ 103 points. In the first variant, the clusters were located at one
processor, while in the second variant they were located at two processors with a
uniform distribution of points between the processors. In both variants, the time
of computations was compared both with the time of parallel computations in a
homogeneous medium (without a cluster) and with the time of computations in
a homogeneous medium for a sequential algorithm calculated at one processor.

Below there is a plot, which shows the time of parallel computations for both
sub-variants of the tests obtained in the computer system consisting of four pro-
cessors (see Fig. 6). Here nk denotes the time of calculations in a homogeneous
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Fig. 5. Plots for the total computing time of the algorithm for two types of calculations
in media O1 and O2 when computing in a computer system with a different number
of processors

medium without a cluster. ki (i = 1, 2, 3, 4) is the time of calculations in the
medium with the corresponding cluster ki for both sub-variants 1 and 2 (the
notation of clusters is presented above).

As is clear from the plot the size of a bubble cluster essentially affects the total
time of calculating the problem. It should be noted that the lines representing
the two sub-variants on the plot are not very different. It can be explained in
the following way. When a cluster is only located at one processor, the time
needed for calculations at this processor increases. As for the other processors,
for further synchronization both in exchanges and on completion of cycles they
have to wait until the processor with the cluster included finishes its part of the
calculations. If at this very time another processor carries out the same task, the
time delays will be almost the same.

4 Conclusion

This paper presents a new parallel algorithm of the axial-symmetric problem of
the interaction of the plane shock wave with a free bubble system (the toroidal
cluster). The result of the interaction is the formation of a stationary oscillating
shock wave in the liquid. The tests have shown that:

1. the algorithm of the problem is parallelized fairly well in the computer
systems with the distributed memory. When the size of the medium domain is
320 ∗ 3200 and the cluster domain has 20 ∗ 103 points, we attain the acceleration
by 22 fold at the multi-computer with 32 processors;
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Fig. 6. Plots for the total computing time of the algorithm at four processors for two
sub-variants

2. the characteristics of the parallel algorithm do not deteriorate when the
size of the problem increases;

3. the new results have been obtained when solving a real problem: the struc-
ture of the wave field in a distant zone of the cluster has been analyzed for a
wide range of geometrical variables of a toroidal bubble cluster. The improved
values of the pressure dynamics have also been obtained for large time intervals
when the Mach disk is propagating along the axis;

4. the calculations carried out at the supercomputer are more accurate and
are characterized by a wider range of data to be obtained. A maximum value of
the pressure amplitude in the Mach disk core, obtained at the supercomputer is
approximately 1/3 times as large as the one obtained at a single computer.

It should be noted that each size of the problem in question corresponds to
a certain size of a computer system that is optimal for solving the problem.

It should be noted that each dimension of the problem in question corre-
sponds to a certain size of a computer system that is optimal for solving this
problem.
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Abstract. The neural network approach for parallel construction of adaptive 
mesh on two-dimensional area is proposed. The approach is based on unsuper-
vised learning algorithm for Kohonen’s Self Organizing Map and enables to ob-
tain an adaptive mesh being isomorphic to a rectangular uniform one. A parallel 
algorithm for the construction of those meshes based on master-slave program-
ming model is presented. The main feature of the obtained mesh is that their de-
composition into subdomains required for parallel simulation on this mesh is 
reduced to partitioning of a rectangular array of nodes. The way of partitioning 
may be defined based on parallel simulations on the mesh. The efficiency of the 
parallel realization of the proposed algorithm is about 90%.  

1   Introduction 

Adaptive mesh methods have important applications in a variety of physical and en-
gineering areas such as solid and fluid dynamics, combustion, heat transfer, material 
science etc. The use of those meshes enables to improve the accuracy of numerical 
solutions without essential increasing in number of nodes [1]. In addition, it is neces-
sary for a mesh construction method to be well parallelized. 

In this work, the neural network approach for curvilinear adaptive mesh construc-
tion on arbitrary two-dimensional simulation area is proposed. The approach is based 
on the iterative unsupervised learning algorithm for Kohonen’s Self Organizing 
Map [2]. The idea is that an originally uniform rectangular mesh is being deformed 
and stretched all along the area during the iteration process. Density of the mesh is 
proportional to the values of a given nonnegative control function defined on the 
simulation area.  

The inherent parallelism of the proposed algorithm is a natural base for its parallel 
implementation. Efficiency of the proposed parallel algorithm is about 90% that is the 
result of the low communication overhead.  

The resulting adaptive mesh is isomorphic to the initial uniform one. Due to this 
property, mesh decomposition into subdomains required for parallel simulation on 
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this mesh is reduced to partitioning of a rectangular array of mesh nodes wherever the 
nodes are located in the simulation area.  

It is important that the efficiency of parallelization is almost independent of the 
way of partitioning the array of mesh nodes. Therefore, the latter may be distributed 
among the processors in accordance with the requirements on parallel implementation 
of the problem under simulation, as well as with the properties of the parallel com-
puter system used. 

Existing methods of adaptive mesh construction not always provide the above 
properties. For example, equidistribution method [3] and Thompson method [4] are 
based on the solution of nonlinear partial differential equations, and parallelization of 
those methods is comparatively more complicated. Besides, they require an additional 
work on the construction of suitable initial mesh. 

The paper is organized as follows. Section 2 contains a general idea and an algo-
rithm for the proposed method of adaptive mesh construction. Section 3 presents 
parallel realization of the algorithm and time-efficiency diagrams of its implementa-
tion. Section 5 concludes the paper. 

2   General Algorithm for Adaptive Mesh Construction 

The Self-Organizing Map (SOM) is a neural network used for a topology-preserving 
mapping of arbitrary dimensional data onto a low dimensional space, usually a 2D 
space [5]. The adaptive mesh construction algorithm is similar to the iterative unsu-
pervised learning process for SOM where neurons correspond to the mesh nodes [6]. 

Let G be an arbitrary two-dimensional simply connected area. An uniform rectan-
gular mesh of N1 ×N2 nodes is placed inside G arbitrarily as Fig.1(a) shows. The mesh 
can be regarded as an initial one for the iterative process of adaptive mesh construc-
tion. Let GN be an array of mesh nodes: 
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N

N

xx

xx

G , (1) 

where each node xij is represented by a pair of real coordinates xij= (x1
ij, x

2
ij), 

i = 1, ..., N1,  j = 1, ..., N2  in G. The algorithm of mesh construction is as follows.    

Algorithm 

0. Set initial locations of mesh nodes xij(0), i = 1, …, N1, j =1,…, N2.  
1. Perform the following operations at each iteration t. 
a) Point generation. Generate a random point y∈G in accordance with some prob-

ability distribution P(G). 
b) Winner determination. Calculate Euclid distances between y and all nodes xij(t) 

and choose the node xmn(t) which is closest to y, i.e. 

)()( txytxy ijmn −≤−  (2) 

for all i = 1, ..., N1, j = 1, ..., N2. The node xmn(t) is called a winner. 
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c) Node coordinates correction. Adjust the locations of the nodes using the follow-
ing rule: 

xij(t +1) = xij(t) + θ (t, i, j)(y – xij(t)) (3) 

for all i = 1, ..., N1, j = 1, ..., N2, where θ (t, i, j) ∈ (0, 1] is a learning rate. 
2. Repeat step 1 until changes of the node locations become small enough. 

At each iteration, mesh nodes move towards the generated point y. The shift length 
for each node is defined by the learning rate θ(t, i, j). Quality and speed of mesh 
construction depend on the selection of θ(t, i, j). Usually, the learning rate is given 
by the following formula [7]. 

θmn(t, i, j) = δ(t) )(2

)()(
2

22

t

njmi

e σ
−+−−

 (4) 

The form of θmn(t, i, j) provides conditions according to which winner gets 
maximum shift, while other nodes change their locations the less the larger the differ-
ence between indices (i, j) and (m, n). Based on experiments, the functions δ(t) and 
σ(t) have been selected as  

5

1
)(

t
t =δ ,  

5
)(

t

a
t =σ . (5) 

Changing a point generation probability in particular regions of G, the required 
density of the mesh can be obtained on those regions. Fig.1 shows an example of the 
adaptive mesh obtained by the proposed method. Density of the resulting mesh is 
proportional to grey tones on the input area G (Fig.1 (b)). 

 

Fig. 1. (a) – input area G and mesh at t = 1; (b) – resulting adaptive mesh at t = 100000 

In general, during the mesh construction, nodes change only their location in G ac-
cording to the learning rate (4). Therefore, the structure of node connections remains 
the same as that in the initial rectangular uniform mesh wherever the mesh nodes are 
located.  
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3   Parallel Adaptive Mesh Construction 

In the sequential version of the adaptive mesh construction algorithm (Sect. 2), the 

calculation of distances )(twy ij−  in (2) and of node locations xij(t+1) in (3) are the 

most time-consuming operations, since they require looking over all mesh nodes. 
Fortunately, both operations may be computed independently for all pairs 
(i, j)∈N1×N2. So these steps can be parallelized using distribution of the array GN 
among the processors. 

The proposed parallel algorithm is based on a master-slave programming model, 
having one processor P (Master) that controls the other processors P0 , …, Pp-1 
(Slaves). Master stores information about the input area, each Slave Pk contains a part 

k

NG  of the array GN, k = 0, ..., p−1. During the mesh construction, Master generates 

random points and controls the global winner calculations whereas Slaves determine 
local winners and perform the correction of the node locations. 

Parallel Algorithm 

0. Master gets information about the input area G, quantities N1 and N2 and pa-
rameters of the learning rate (4). Then it sets the initial location of mesh nodes xij(0) 
and distributes the array GN among Slaves. 

1. The following operations are performed on each iteration t. 
a) Point generation. Master generates a random point y∈G in accordance with 

probability distribution P(G) and broadcasts its coordinates to all Slaves. 
b) Winner determination. According to (2) each Slave Pk searches for the node 

)(txk

mn  that is the closest to y in k

NG  (a local winner) and sends the indices (m, n)k and 

the value of )(txy k

mn−  to Master. Master calculates kwin )(minarg txy k

mnk
−=  – the 

rank of Slave in which a global winner is situated, broadcasts kwin and the indices 

winknm ),( to all Slaves and then turns to step 1a  if a termination condition is false. 

c) Node coordinates correction. Each Slave Pk converts the indices 
winknm ),( in the 

local array k

NG  into indices (m, n) in the global array GN and then adjusts the locations 

of the nodes depending on k.     
2. Repeat step 1 until changes of the node locations become small enough. 

 

Fig. 2. Computation time (a) and efficiency (b) for 1000 iterations of the parallel algorithm 
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The parallel program has been implemented using MPI library. Fig.2 shows com-
putation time and efficiency dependence on the number of Slaves. Time has been 
measured for 1000 iterations of the algorithm. The array GN size has been 500 by 500. 
All measurements have been made in Siberian Supercomputer Center using MVS-
1000 system that consists of 24 processors Alpha, 833MHz, connected to each other 
by Myrinet.  

The efficiency of parallelization obtained (Fig.2(b)) is greater then 90%. The ex-
planation of this is as follows. First, there are no communications between Slaves, 
data transmission occurs only among Master and Slaves. Second, total amount of data 
that is transmitted at each iteration is equal to eight numbers per Slave independently 
on sizes of adaptive mesh. Third, a random point generation (Master) and correction 
of the node locations (Slaves) are performed simultaneously. 

Parallel algorithm for different partition of GN (e.g. line or grid of processors) is the 
same except for the converting local indices to global. Because of the absence of 
communications between Slaves, the efficiency of parallelization is almost independ-
ent on the way of partition of the array GN.  

Therefore, the partition of GN may be carried out in accordance with requirements 
on parallel implementation of the problem to be simulated on the mesh, as well as 
with properties of parallel computer system used. Existing methods of adaptive mesh 
construction not always provide this property. For example, parallelization of the 
most allied equidistribution method [3] is reduced to parallelization of the alternating 
directions method [8]. The latter can be performed with acceptable efficiency using a 
line of processors only. 

The above feature is important also when using a moving mesh, because the mesh 
tuning is required at each iteration of a simulation process on the adaptive mesh. So, it 
is necessary to perform the tuning efficiently.     

5   Conclusion 

In this paper, the application of Kohonen’s Self Organizing Map for parallel construc-
tion of adaptive mesh has been presented. Implemented algorithms show that the 
proposed approach allows to obtain adaptive meshes with the following properties: 

• The resulting mesh is isomorphic to a rectangular uniform one. 
• The efficiency of parallel mesh construction is about 90%. 
• Mesh decomposition for parallel simulations is reduced to partitioning of the 

rectangular array of the mesh nodes. 
• The way of partitioning may be defined based on parallel simulations on the 

mesh or a computer system used. 

In the future, the proposed method is to be extended for generation of moving 
meshes with preservation of the above properties. Quality of the resulting adaptive 
meshes will be studied in details. In addition, comparative analysis of the proposed 
neural network approach and equidistribution method will be performed. 
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Abstract. In this note a general approach to designing distributed sys-
tems based on coupling existing software tools is presented and illus-
trated by two examples. Utilization of this approach to the development
of intelligent ODE solver is also described.

1 Introduction

Developing from the scratch parallel systems to solve computationally intensive
problems, while efficient, is in most cases rather difficult. Moreover, in initial
stages of development, only few parallel algorithms within such a system are
usually fully implemented and tested, making the resulting system too limited
for practical uses. An alternative approach is to gradually add parallelism to an
existing system consisting of a large number of fully tested sequential algorithms.
In this case parallelism becomes an added value to an existing environment.
Several software tools, based on different requirements and targeted for different
hardware architectures, have been developed in this way. Such development fol-
lowed the same general path leading from single-processor computers, through
tightly-coupled parallel systems, to loosely-coupled distributed environments.

In this note we consider requirements imposed on system architecture that
allow connecting several instances of a given software tool (possibly combined
with single or multiple instances of other tools) in a cluster environment. Archi-
tecture discussed here is designed so that the system can be easily ported to the
grid or to a web-based environment. The proposed architecture was implemented
to couple instances of software tools from symbolic computing and from expert
systems. The efficiency of implementation on a cluster is also reported.

2 Overview of the Proposed Architecture

Coupling several instances of software is an example of transforming software
components into a conglomerate system. One of possible ways of accomplish-
ing this transformation, is by implementing a wrapper that becomes the desired
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interface between components, translates external interactions across native in-
terfaces and deals with global syntax of the system. Automatic wrapper gener-
ators for legacy codes that would be able to wrap the entire code or selected
subroutines / modules, are still not available outside of the academia [8]. Here,
we try to identify the requirements that have to be imposed on such a wrapper
for the particular case of coupling software components within cluster environ-
ments.

We make the following assumptions about the software module that is to
be interfaced with the system. (1) It has a user interactive interface, (2) it can
be installed on several machines of a cluster or is accessible by each cluster
machine via an NFS, (3) it has TCP/IP communication facilities, or its source
code is available in a language having TCP/IP communication library, or it has
I/O facilities, and (4) user knows how to split the problem into subproblems.
Specifically, user wants to use the interface of an existing software module to
launch several copies on nodes of a cluster and, in the next step, to send to
them separate subproblems to be solved. Separately, we assume that cooperation
between instances is possible. Finally, other users of the same cluster may want
to use (within the same scenario) the same software module(s) within their
applications. For example, each node of an 8-processor cluster has a copy of
Maple running and various users may utilize groups of 1 through 8 kernels.

Designing cluster wrappers for software tools satisfying our assumptions can
be done by combining two pieces of software (Figure 1). The first one is a set
of simple commands, functions, procedures or methods, written in a language
of that software tool; designed as user interface for controlling remote instances,
sending and receiving information to and from them (parallel API – PAPI). The
second one is a set of commands, functions, procedures or methods written in a
language of the cluster middleware, catching the user commands and executing
them (communication middleware, CMW). The PAPI is the cluster wrapper

Fig. 1. Wrapping the user code (UPC) to clone it in a cluster environment: two main
components, the PAPI depending on the UPC and the general CMW

component depending on the user provided software (denoted UPC), while the
CMW is more general, it must be useable by several PAPIs. On a particular
node of the cluster where an instance of the software tool is running, the PAPI
set is loaded and any specific call to it leads to communication with the CMW
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Table 1. The commands send by a PAPI to its twin CMW

Command meaning

spawn n CMW launches in the cluster environment n copies of the UPC
send d t ”c” CMW forwards to the dth copy of the UPC the text c to be interpreted

by the UPC; the label t is used to match sends with receives;
receive s t CMW and UPC wait until a message from the instance s is received; then

forward it to the UPC which has requested the receive
probe s t CMW tests if a message has arrived from s and responds ’true’ or ’false’
kill s Shutdown the UPC and the CMW from the node hosting the instance of

s
exit All remote UPCs and their twin CMWs are stopped
proc no CMW replace it with a no. representing the no. of current UPC copies
proc id CMW replace it with the identifier of the UPC copy

component activated on the same machine (by the classical TCP/IP or the I/O
operations). A minimal language must be specified for such communication. For
example, a minimal set of such messages can be as presented in Table 1. In
this case, while user loads interactively the PAPI set within its UPC, the UPCs
launched remotely also load the PAPI set, recognize their identifier in the system
and constantly probe requests their twin CMW, i.e. if they do not work they
expect to receive information from the other instances. Let us now illustrate
most important details of implementation of the proposed architecture.

3 Implementation

We introduce two examples: (1) coupling several instances of Maple; (2) coupling
several instances of Jess. Let us note that our main goal is to reduce the solution
time when the two software tools are used to solve complex problems.

Coupling Several Instances of Maple. There exist a large number of efforts
to extend Maple to parallel and distributed environments and a comprehensive
review of the state-of-the-art can be found in [9]. Within last 5 years we have
implemented two variants of cluster (and grid) oriented Maple: PVMaple and
Maple2g.

In PVMaple [4], Maple was wrapped into an external software that manages
execution of tasks. The CMW, a special binary, written in C and using PVM,
is responsible for the message exchanges between Maple processes, coordinates
interaction between Maple kernels via PVM daemons, and schedules tasks among
nodes. The PAPI, a Maple library, consists of a set of parallel programming
commands available within Maple itself and supports connections with the CMW
(Table 2). Communication between Maple and CMW is achieved via text files.

The more recent wrapper – Maple2g [6] - also consists of two parts, the
PAPI, the computer algebra dependent one – m2g, a Maple library of functions
allowing Maple users to interact with the grid or cluster middleware – and the
CMW, the grid-dependent one – MGProxy, a package of Java classes acting as
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Table 2. PAPI to CMW communication in PVMaple, Maple2g, and Parallel Jess

PAPI pvm lib for PVMaple m2g library for Maple2g ParJess lib

spawn n spawn(IP,proc no) m2g maple(n) (kernels n)
send d t ”c” t:=send(d,c) m2g send(d, t, c) (send d t s)
receive s t receive(t, s) m2g recv(s, t) (recv s t)
probe s t - m2g prob(s, t) (prob n t)
kill s - - (kill s)
exit exit m2g exit() (exit)
proc no tasks m2g size -
proc id TaskId m2g rank ?*p*
- ProcId, MachId, m2g connect(), m2g getservice(c, l) (connection)

setttime(), time(), m2g jobsubmit(t, c), m2g jobstop(t)
version() m2g status(t), m2g MGProxy start(),

m2g results(t), m2g MGProxy end()

an interface between m2g and the grid or cluster environment. MpiJava was
selected as the message-passing interface for the CMW, due to ist compatibility
with the Globus Toolkit. Communication between Maple and the MGProxy is
achieved using socket library available in Maple. The most important features of
Maple2g are summarized in Table 2. Maple2g was tested on a cluster of 9 PCs
connected with a fast Myrinet switch (2Gbs) on which Maple7 was installed. To
indicate an order of the efficiency, for 2 integers of 10 millions multiplied with
Karatsuba algorithm (the implicit procedure in Maple7): 88% for 3 processors,
71% for 9 processors. Subsequent examples in the grid case can be found in [6].
All experiments indicate reasonable scalability of both PVMMaple and Maple2g
(scalability depends primarily on network throughput).

Coupling Several Instances of Jess. Standard benchmarks [2], show that
current rule-based systems, running on modern hardware, may need hours to
reach an answer when the number of rules is of order of thousand. Therefore,
parallel approaches are needed for real applications and first parallel implemen-
tations were already available in early 1990s [1]. There are several approaches to
parallelization [10]: (a) parallel matching leads to a limited speedup caused by
the sequential execution of rules; (b) multiple rule firing approach parallelizes the
match phase and the act phase by firing multiple rules in parallel, but involves
extra cost due to synchronization; (c) special techniques like compatible rules
or analysis of data dependency graphs, can improve efficiency of parallelization;
(d) task-level parallelism, used here, based on the decomposition of the problem
into a hierarchy of tasks is expected to lead to best results.

Jess, a rule-based programming environment written in Java was chosen be-
cause of its active development and support, and because there is no parallel
version of Jess. The proposed architecture, recently reported in [7], also follows
the wrapper-based design presented in Section 2.

The CMW in Parallel Jess consists of two parts: the Connector and the
Messenger. The Connector is written in Java and uses standard ServerSockets
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methods of TCP/IP communication. Jess instance acts as a client and contacts
(via socket) its Connector, the server. Each Messenger is associated with one local
Connector and its purpose is (1) to execute commands received by the Connector,
and (2) to communicate with Messengers associated with other instances of Jess.
Messenger is written in Java and JPVM. Set of new commands added to Jess
(the PAPI) is presented in Table 2.

In order to test Parallel Jess efficiency, we applied it to the Miss Manner
problem [2] on the same cluster computer, obtaining an efficiency of 95% for 2
processors, and 45% for 8 processors. Several other examples can be found in [7]
and all of then indicate reasonable efficiency of Parallel Jess.

Future Research Direction. The above described components will be used to
develop a distributed cluster-based intelligent ODE solving environment. Here,
the problem will be described in a user friendly environment of the latest version
of the ODE numerical expert, EpODE [3]. The problem properties (stiffness,
decomposability, etc) will be then analyzed using a Maple kernel residing in
the cluster environment (e.g. eigenvalues of the linear part), or using EpODE
facilities (e.g. Jacobian matrix). Decisions which analysis methods to apply will
be made by a rule-based algorithm rewritten in Parallel Jess. Furthermore, if
the problem is large, a Maple2g multiprocessor approach will be used (see also
[5]).
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Abstract. In this paper we present a program for simulation of the
two-component protoplanetary disc evolution. The model includes gas
dynamics and collisionless solid body dynamics. Multigrid method for
solution of Poisson equation in cylindrical coordinate system is described.
An essentially parallel Poisson equation solver is constructed by means of
applying Fast Fourier Transform along the angular direction. Processor
workload rearrangement is performed in order to increase the speedup.
The results of computational experiments are given to demonstrate the
physical validity of the program.

1 Introduction

Protoplanetary discs are widely studied in recent time (e.g. [1], [5], [8]). The prob-
lem of organic matter genesis in the Solar System is a matter of special interest.
In [12] the protoplanetary disc is considered as a catalytic chemical reactor for
synthesis of primary organic compounds. The mean density and temperature in
protoplanetary disc are very small. But the chemical synthesis requires high val-
ues of gas temperature, pressure and also density of both gas and dust particles.
Due to this reason it is extremely important to find out how do these high values
of temperature, pressure and density appear. The solitons that appeared in our
computational experiments are one of the possible answers to this question.

The strong mutual influence of gas and dust components was found out
in our computational experiments. Namely, the whole disc becomes unstable
due to dynamic heating of the very small dust component. Thus the presented
program is capable to achieve more accurate results than in one-component
(purely gaseous) protoplanetary disc analysis (for example, [10]). The physical
consideration of these phenomena is out of the present paper. Here we just want
to say that our program produces results that are interesting from the physical
point of view.
� The present work was supported by SB RAS integration project number 148, Sub-

program 2 of RAS Presidium Program ”Biosphere genesis and evolution”, and
RFBR (grant 05-01-00665), Dutch-Russian NWO-GRID project, contract NWO-
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Protoplanetary disc simulation involves solution of the complex system of
equations: Vlasov-Liouville kinetic equation, Poisson equation and gas dynam-
ics equations. Vlasov-Liouville equation is solved by the Particle-in-Cell method.
The parallelisation of the method is very simple and leads to almost linear
speedup for kinetic equation solution [6]. Gas dynamics equatons are solved very
rapidly (compared to Poisson and Vlasov-Liouville equations) by The Fluids-in-
Cells (FlIC) method [2]. Due to this reason the FlIC method parallelisation is
not discussed in the present paper. The implemented methods for solution of
Vlasov equation and gas dynamics equations are described in more detail in
[13]. Parallelisation scheme is presented in [9].

Poisson equation solution takes the most time in protoplanetary disc simula-
tion. The survey of Poisson equation solvers could be found, for example, in [7].
The cylindrical geometry employed in our program together with the necessity to
compute on very fine grids give special requirements for Poisson equation solver.
The widely used 3D FFT method is limited to rectangular cartesian grids. The
fastest techniques based on circular reduction (e.g. FACR, DCR) could not be
used on fine grids due to intrinsic numerical instability. Poisson equation must
be solved at every timestep of the computational experiment. Thus the itera-
tional methods are worth using since they are able to take the potential from
the previous timestep into account.

In [11] the Poisson equation solver is described that is a combination of
FFT along the angular coordinate and Block Succesive Over-Relaxation (BSOR)
method. The solver provides rapid potential evaluation. Unfortunately, the
straightforward parallelisation of this solver results in rather a small speedup.
The reason is that the number of BSOR iterations differ dramatically for dif-
ferent potential harmonics. In the present paper the solver is presented that
employs multigrid method for the harmonics with greatest number of iterations
and BSOR method for all the others. Thus a better speedup is achieved. All the
computations were carried out on the MVS-1000M multicomputer in Siberian
Supercomputer Centre, Novosibirsk and Joint Supercomputer Centre, Moscow.

2 Source Equations

The dynamics of the dust component of protoplanetary disc is described by
the Vlasov-Liouville kinetic equation. In the following text dust particles will
be called simply particles. To consider the motion of the gas component the
equations of gas dynamics are employed. The gravitational field is determined
by Poisson equation.

If we employ the collisionless approximation of the mean self-consistent field,
then Vlasov-Liouville kinetic equation is written in the following form

∂f

∂t
+ v∇f + a

∂f

∂v
= 0,

where f(t, r, v) is the time-dependent one-particle distribution function along
coordinates and velocities, a = −∇Φ+ F fr is the acceleration of unit mass par-
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ticle, F fr is the friction force between gas and dust components of the medium.
Gravitational potential Φ could be divided into two parts:

Φ = Φ1 + Φ2,

where Φ1 presents either the potential of immobile central mass (galactic black
hole or protostar) or the potential of a rigid system which is out of disc plane
(galactic halo or molecular cloud). The second part of potential Φ2 is determined
by the additive distribution of the moving particles and gas. Φ2 satisfies Poisson
equation:

ΔΦ2 = 4πGΣρ.

In the case of infinitesimally thin disc the bulk density of the mobile media
Σρ = ρpart + ρgas is equal to zero (ρpart is the particle density, ρgas is the gas
density). There is a shear of the normal derivative of potential at the disc surface.
This shear gives a boundary condition for the normal derivative of potential Φ2:

∂Φ2

∂z
= 2πGσ.

here σ is the surface density.
Gas dynamics equations are used in the common form. The implementation of

the Fluids-in-Cells method for the solution of gas dynamics equations is discussed
in [13].

In the full description of the protoplanetary disc these equations are com-
plemented with the equations for chemical reactions in gas component and the
equations for simulation of dust particles coagulation.

Since the real physical quantities related to protoplanetary discs are very
large, sizeless variables must be used to avoid the loss of precision in compu-
tations. The following quantities were chosen as basic characteristic parameters
for transition to sizeless variables:

— distance from the Sun to the Earth R0 = 1.5 · 1011 m;
— mass of the Sun M� = 2 · 1030 kg;
— gravitational constant G = 6.672 · 10−11 ·m2/kg2.

Corresponding characteristic values of the particle velocity (V0), time (t0),
potential (Φ0) and surface density (σ0) are written as

V0 =
√

GM�
R0

= 30 km/s,

t0 =
R0

V0
= 5 · 106 s = 1/6 year,

Φ0 = V 2
0 =

GM�
R0

,
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σ0 =
M�
R2

0

.

In the following text all the parameters are given in sizeless units.
Initial distribution of the particle and gas density is set according to the

model of solid body rotation [13].

3 Multigrid Poisson Equation Solver

In this section the essentially parallel Poisson equation solver is constructed.
The first step is the Fast Fourier Transform along angular coordinate. It results
in a set of linear algebraic equation systems. Each system of linear algebraic
equations describes one harmonic of the potential:

1
h2

rri−1/2

[
ri−1Hi−3/2,l−1/2(m) + riHi+1/2,l−1/2(m)

]
+

1
h2

z

[
Hi−1/2,l−3/2(m) + Hi−1/2,l+1/2(m)

]
− 2

h2
ϕr2

i−1/2

[
1 + 2 sin2 πm

Kmax

]
Hi−1/2,l−1/2(m)

= 4πRi−1/2,l−1/2(m) cos
2π

Kmax
km,

m = 1, ..., Kmax.

where m is the number of harmonic or angular wavenumber, Kmax is equal
to the number of grid points along the angular coordinate. These systems are
completely independent from each other, thus they could be solved concurrently
with no interprocessor communications.

The 2D linear algebraic equation system is solved by Block Successive Over-
Relaxation method (BSOR). Figure 1 shows that the most time is spent on
solving the system for the first harmonic (m = 0). Diagonal domination in the
linear system matrix is weak for m = 0 and the iterational process converges
very slowly.

Multigrid method is employed to solve the system for the first harmonic.
The general description of the multigrid method is given for example, in [4]. The
method itself is well-known, but there is no multigrid scheme which is optimal
in all the cases. Due to this reason the implementation of multigrid method was
built that takes the cylindrical geometry into account.

The multigrid method is implemented in the form of the Full MultiGrid
(FMG, [15]) loop. This scheme contains of the following parts: smoothing opera-
tor S, restriction operator R and prolongation operator P . Smoothing operator
is used to suppress the high-frequency error. R restricts the fine-grid values onto
the coarse grid. The operator P does the opposite: it interpolates the solution
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Fig. 1. Number of BSOR iterations depending on wavenumber

from coarse grid to fine grid. Finally, there is a procedure that solves the linear
equation system on the coarsest grid level. The main difficulty is the following:
common restriction, prolongation and smoothing operators result in slow con-
vergence in the case of cylindrical geometry. In the present work the special form
of these operators was designed. Also their combination was chosen that gives
fast convergence of the multigrid method.

The number of grid nodes along each coordinate line is equal to Nl = 2l − 1
for the number l grid. The size of the source (finest) grid is N0 = 2L − 1.

For smoothing operator BSOR method was chosen. Chan et al. [3] construct
the interpolation operator by solving local PDE. In our case it means that Pois-
son equation should be satisfied in the neighbourhood of the fine-grid node with
the given values in the nodes of the coarse grid. Thus the interpolation operator
has the following form:

H l−1
i−1/2,k =

1
4

1
ri−1/2

[
riH

l
i+1/2,k + ri−1H

l
i−3/2,k

]
+

+
1
4

[
H l

i−1/2,k−1 + H l
i−1/2,k+1

]
,

i = 1, ..., Imax k = 1, ..., Kmax l = 1..., L.

here l is the number of the grid. The values in the coarse grid nodes that belong
also to the fine grid are transmitted with no changes.

Both operators R and P are just matrices. In the present work R is a trans-
pose of P: R = PT .

Multigrid method (MG) works faster than BSOR as table 1 shows. The
number of BSOR iterations the smoothing operator S performs depend on the
grid size. They are usually called nested iterations. Small number of nested
iterations makes the process unstable, large number makes it too slow.
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Table 1. Computation time of MG method compared to BSOR

Grid size BSOR time MG time Number of
(in seconds) (in seconds) nested

iterations

63 × 63 0.13 1.08 5

127 × 127 2.27 1.3 25

255 × 255 49.89 20.06 120

511 × 511 1119.8 204.33 500

Fig. 2. Speedup. Linear equation system for the first harmonic is solved with the MG
method on the detached processor, all the other harmonics with BSOR (circles). All
the harmonics are evaluated with the BSOR method, uniform workload distribution
(squares)

The computation time for the first harmonic of potential on the large grid
is reduced by the factor 5.4. Thus the processor workload becomes more
uniform.

Finally the first harmonic is assigned to a detached processor. During the
potential evaluation stage the workload is the following for 512 harmonics and 8
processors. Processor number 0 has only the first harmonic, processor number 1
has the harmonics from the 2nd to 74 and so on, 73 harmonics for each processor.
This enables to improve the speedup, as it is shown in figure 2. The computation
is done for the grid size 511 × 512 × 511, 100 million particles. The time of
real computation on 8, 16, 32, 64 processors is compared to the virtual single
processor computation. Actually the problem of such a large size does not fit
into less than 8 processors.
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4 Simulation Results

4.1 Disc Instability Due to Dust Component Heating

The goal of the first computational experiment was the demonstration of the
mutual influence of gas and dust components of the protoplanetary disc. The
dynamic temperature of the dust component varied from 0.01 to 0.1, the other
parameters of the disc are shown in table 2.

Table 2. Disc parameters for computational experiment 1

Dust component mass 0.01

Gas component mass 1.0

Central body mass 1.0

Dust disc radius 2.0

Gas disc radius 2.0

Gas pressure in the disc centre 0.001

Timestep 0.002

Number of timesteps 4000

Grid size 120 × 128 × 100

Number of particles 107

Toomre [14] criterion states the the one-component disc (dust component
only) becomes more stable with the increase of the dynamic temperature. Figure
3 shows gas density distribution in the disc. White colour means the maximal
density, black means zero density, the scale is logarithmical. Three cases are
given: stable disc (Q = 0.01), marginal disc (Q = 0.05) and unstable disc (Q =
0.1). For each case the value of dynamic temperature Q is given.

Thus with increase of the dynamic temperature of the dust component the
whole disc looses axial symmetry and becomes unstable. The most interesting
fact is that the dust component, having very small mass (about 1 % of the whole
disc mass), has a strong influence on the stability of the disc. Let us remind once
more that this situation is impossible for a one-component disc.

This effect means that dust and gas components of the protoplanetary disc
could not be considered separately. As it is shown in this section, the presented
program suits for studying mutual influence of gas and dust components.

4.2 Soliton Interaction

In the second computational experiment the interaction of solitons (lone density
waves) occurred, fig. 4. The parameters of the disc are shown in table 3.

First the density wave arises (fig. 4, A), then it approaches the standing
soliton (fig. 4, B). After absorption of the wave the soliton deviates from the
initial position (fig. 4, C) but then returns back (fig. 4, D). It should be noticed
that such a phenomenon is impossible for clumps of dust. Thus figure 4 proves
wave nature of the structures observed in our computational experiments - the
solitons.
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Q = 0.01

Q = 0.05

Q = 0.1

Fig. 3. Gas density distribution. The instability arises with the increase of the dynamic
temperature of particles
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Table 3. Disc parameters for computational experiment 2

Dust component mass 1.0

Gas component mass 1.0

Central body mass 2.0

Dust disc radius 1.0

Gas disc radius 1.0

Gas pressure in the disc centre 0.001

Timestep 0.0005

Number of timesteps 16000

Grid size 300 × 256 × 128

Number of particles 5 × 107

Fig. 4. Absorption of a density wave by the soliton. The size of the exposed domain is
1.0× 1.0, the centre of it is in (-0.5, -0.5). Figure A shows particle density distribution
for the moment of time 4.76, figure B for the moment of time 4.96, figure C for 5.04
and figure D for 5.2

Moreover, white colour of the soliton kernel means that the density of the
dust particles in that place is much higher (by 6 orders of magnitude) then in
surrounding disc. There are also high values of gas density and pressure. These
conditions probably make the catalytic synthesis of primary organic compounds
possible.
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5 Conclusion

The use of multigrid method and processor workload rearrangement enable to
increase the speedup twice compared to uniform processor workload. The results
of computational experiments show, in the first place, strong mutual influence of
the gas and dust components of the disc, and second, soliton formation and inter-
action. Both effects are important for simulation of primary organic compound
synthesis in protoplanetary disc.
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